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GENERAL DESCRIPTION OF WORK

Topicality of the subject

There are biologic systems that are intensivelyeaehed and the information
characterising their operation usually is suffitiéor the development of the control
system to control them. Examples of such systems anan in the context of healthcare
or other biological systems, which have undergotense research.

The biological systems whose research has not eextensive due to different
reasons, economic and technical reasons being athemy are on the opposite side and
the logical result is the cases of unsuccessfultrabrof the biological systems:
paludification of meadows due to unsuccessful matfion, changes of the number of
fish due to changes in the food circumstances, pee®d consequences of the control of
the forests, pest control, improvement of bee wimgeresults (application example) etc.

At the same time there is growing demand for usahd efficient control of the
biological systems under the conditions of rapidefflgpment of computer technology. It
especially refers to such industries as agriculttoed processing, biotechnology and
pharmacy.

In this paper problematic of multiobject biologicgystems computer control is
analysed under circumstances of insufficient infation. The multiobject biological
system is the aggregate of many biological objettsne kind, what is explored as one
system, instead of every individual separately.

During last years a new agricultural industry haserb defined - Precision
Agriculture (PA) (Laurs, 2004, Vilde et al., 200@pmeika and Kurlavicius, 2004),
which is based upon the computer control of thécaljural processes extending even to
the individual control over the animals and plasiepending on their conditions and the
defined goals of the control.

The unsuccessful examples of the control systentisedbiological systems despite
the rapidly growing possibilities of the computechinology prove that insufficient and
incomplete methodology of the development of corapabntrol becomes the factor
disturbing the development of the computer cordfdhe biological systems.

In the development of the computer control itséé tweak link is insufficient
methodology base in the meaning of the operatiomiological systems and their
simulation. This can be especially seen in the asenultiparameter control with
insufficient information on the object. Insufficieanderstanding of the processes taking
place in the biological system leads to the devakt of unsuitable computer system.

The simulation of biological system problems frdm system control viewpoint is
related to several problems and these are thegmsbhot characteristic of the technical
systems. In the case of the biological systemstieeno unambiguous information on
the principles of the construction, relations afises - consequences and interaction with
the environment because this system has not ba®strgoted by a man for particular
targets by the means selected by a man. This faefricts the possibilities of
application of the simulation methods of the techhgystems.



Besides that the analysis of stability during triéms processes widely applied in
the control systems of the technical systems hasbeen adapted until now for the
peculiarities of the control of the biological systs. Control of the biological system
means the modification of the parameters of ther@emment where it is located. And the
biological system reacts to any deviation in theiremment parameters as the biological
control system to compensate the changes taking.pldus there is a task of balancing
two control systems: one control system (usuallyessd mutually linked loops) is the
biological control system (BCS) of the biologicgiseem itself, and the other control
system is the artificial control system (ACS) whichas been created by a man for the
control of the first one. Consequently also thelysis of the transition processes is
required.

The present Paper is devoted to the methodologth@fdevelopment of the
computer control for the biological systems.

The goal and tasks of the Paper

The goal of the Paperis to create the methodology for the developmenthef
computer control for the multiobject biological % under the condition®f
incomplete information on the regularity of the m®mn of the biological system.
Methodology has to provide the correspondence otrobsystem to the criteria of
efficiency and harmlessness.

The goal of the Paper shall be reached by perfaythia following tasks:

1. To develop the methodology for the development efatic and dynamic model of
the BCS of multiobject biological system and to destrate the example of
application of the methodology.

2. To develop the methodology of the development & ACS of the multiobject
biological system including the determination oé thercentage of the ACS loop,
which is optimal based upon the efficiency critefi@a demonstrate the example of
the application of the methodology.

3. To develop the methodology for ensuring the hargmless of the collaboration of
BCS and ACS (competition of the two control looptking into account the
dynamics of the transition processes. To demosthet example of the application
of the methodology.

4. To develop the proposals for efficient winteringbafes in the conditions of Latvia
(the application example).

Research methodology

The topological simulation methods have been apfite the simulation of the
multiobject biological system.

The surveys of experts and "brainstorming” expemisiehave been used for
obtaining the necessary information for the devalept of the model and testing.

The dynamic model of the biological system has lm®mreloped with the software
packagePowersim Constructor 2.5POWERSIM, Internet) linking it td/icrosoft Excel
software for the purpose of the data exchange.



The data necessary for the verification of thedgamlal system have been obtained
on the field experiments. The verification has bperformed by means of the software
packagePowersim Solver 2.0POWERSIM, Internet) where genetic algorithms have
been used.

The efficiency of the computer control has beenliatad based upon several
criteria of efficiency applying the method of "faiompromise”.

The harmlessness of the collaboration of the bicddgystem and the computer
control has been simulated by the software pacRageersim Constructor 2.51.

Scientific novelty

The obtained methodology for the first time desesilihe methodology of the
development of the multiparameter computer conteinpliant to the criteria of
efficiency and harmlessness for multiobject biatagisystems under the conditions of
insufficient information including the analysis d¢fie dynamics of the transitional
processes.

Several original solutions have been appliedthe algorithms describing the

methodology:

- methodology and algorithm of the development anifigation of the model of BCS
in the dynamics,

- methodology and algorithm of the developmeftAGS and its optimisation
accordingly to efficiency criteria,

- methodology and algorithm of analysis of the hassiess of the collaboration
between two control loops - BCS and ACS.

- application of the incidence matrix and thgpdlogical model as a type for
information depiction in the process of obtaininfprmation from the experts,

- the application of the topological model of the lbgic system and homomorph
transfer of its td?owersim Constructor 2.5dynamic simulation package,

- multiparameters dynamic model of the biologicaltayswith the softwar@owersim
Constructor 2.5%]nd verification withiPowersim Solver 2.§oftware package,

- analysis of the harmlessness of the cooperabietween two control loops -
biological and artificial.

Main results

Methodology and its algorithms for the developnaithe computer control for the
multiobject biological system under the conditiasfsincomplete information on the
regularity of the operation of the biological systes developed. Methodology provides
the correspondence of control system to the aitrefficiency and harmlessness.

The following tasks have been fulfilled:

1. The methodology for the development of theistahd dynamic model of the
multiobject biological system has been depetl and demonstrated with the
application sample.



The structure of the model has been presentedeiriotim of the topology model.
Following the implementation of the functional teéaships the model of the
biologic system is verified by means of tests pented in the nature.

2. The methodology for the development of the manfetarget-orientated computer
control of the multiobject biological system hasbaleveloped and presented by the
application sample. The methodology includes therdenation of the percentage of
the ACS loop, which is optimal based upon the fficy criteria.

Methodology is demonstrated by developing of ACSlehowhich reach the set of
targets and satisfies efficiency criteria's.

3. The methodology for the provision of the harrsfesss of the collaboration of the
BCS and ACS (competition of two control loops) haen developed. Methodology
is demonstrated by development of the incorporatediel of BCS and ACS for
harmlessness analysis.

The harmlessness of the transfer processes ureldytiamic conditions is tested in
the situations when parameters change with theebigtpeed and the fluctuations in
the transitional process reach their maximum values

4. The recommendations for rational bee wintermghe conditions of Latvia have been
developed. BCS and ACS models are created.

Under the conditions of Latvia wintering 100 beeeliit is efficient to do it in bee
wintering building equipped with the regulating tiEtion system (capacity - 1710
m>h) and regulating heating system (capacity - 1800with the condition that the
heat transfer rate of the wintering building C=5@"®/ In such a case the expected
average profit is expected to be 634 Ls per yeanpewed to the bees wintered
outdoors. The calculations have been made fordpeediation period of 5 years.

The developed models of bee wintering do not hanadogue in the world. They
can be used not only in practice, but also foning and study processes.

Simulation software allows easy change of pararsetér control system and
environment to simulate different wintering builgiand climatic parameters.

Practical value of the Paper

1.The established methodology of the developmenthef domputer control for the
biological systems can be applied in practice beedhe area of its application per the
types of the biological systems is very wide arsrirethodology pays special attention
to the conditions of insufficient information. Thatvery often the case in practice.

2.The described principles of the establishment efrtiodel of the biological system can
be applied in practice for solving the forecastiagks also without the implementation of
the control system.

3.The comparatively low costs of software increageaailability of the methodology.
4.The results obtained in the Paper can be useciprtitess of training and study in the
computer control and natural sciences study program

5.The presented sample of application for improvimg bbee wintering in the conditions
of Latvia can be used in practice because it cositall the necessary information for the
implementation of the control in practice. The deda be used also for the optimisation
of apiary structure throughout the year cycle.
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Contents of the Paper

Section One (Introduction). The peculiarities of the biological systems arelys®al
drawing the comparison to the technical systemm ftloe viewpoint of developing the
computer control.

The approaches to the simulation of the biologsyatems found in the literature are
quite specific and focused on particular directibesause the term of simulation in the
biology is very wide (Modeli, 1966; Antamonov, 1917senkov, 1979; Renshaw, 1995).
In the literature no methodology or algorithms bé tsimulation or research of the
biological systems from the viewpoint of the cohtod the biological systems and
transitional processes have been found.

The solution of the task has been split in thretsga be executed in sequence:

1) the methodology for the establishment of the BC8eho
2) the methodology for the establishment of the om#dIACS,
3) the methodology for the coordination of the operabf the BCS and ACS.

As an application sample of methodology the impnoget of bee wintering in
Latvian circumstances is used.




Section Two. (The methodology for the developmentfanodel of the biological
control system (BCS).)The operation of the set of the parameters B ofbiblogical
system existent in the nature under the conditadreet of environmental parameters V
can be described in the form of the model

Mp=Fy(bs,...1x,...1¢; V,,... \4,...V5; 1), Q)
b«0B, vs1V, Bn V=0,

where h,...k - the variables characterising the biological eyst(internal control
loop) belong to the set of the parameters B obtbkgical system,

V1...Vs - the variables characterising the environmentprge to the set of the
parameters V characterising the environment,

t - time.

Reproduction and metabolism is a common featur@ldhe biological systems. The
description of these processes can be used asitiaepoint for the simulation when the
biological system is viewed in totality as a popiola.

When a process within the biological system op## is viewed, the food, energy,
heat, time or other balance can be used as thal idiata. These can be viewed
independently of each other or in relation.

As it is necessary to take into consideration miamgtional correlations relating
the variables of the biological system.blx to the variables of the biological system and
environment B...x and \...vs, the initial model is developed by means of thmotogical
modelling. In this stage of the development ofrti@del cooperation of the experts of the
biological system and knowledge engineers is nacgss

The algorithm for the development of the BCS maddglis shown in Figure 1.
The description of the operations contained indligerithm(in bold) has been provided
for every step of the algorithm.

Definition of the control targets is intended for the specialisation of the model
from the point of view of control system to be deped.

The control task is being solved to satisfy theo$¢he control targets G{g..,g;}

G=Fy(bx, Vs 1), )

where k=I,K; s=I,S.

The control targets G can be clearly defined indenition of the control task, or
these should be reduced to the particular paramebaracterising the system when the
targets have been defined generally. Further @etailudy of the system will be devoted
only to the processes related to the control tatget permitting to reduce the extent of
the model to the minimum required.

The development of the model starts with the appbo of the topological
simulation (Osis, 1967). Use of topological modwgliis caused by its flexibility
regarding implementation of changes. That is venpartant in circumstances of
insufficient amount of information, which requingsssibility of easy and quick structure
change of the model.
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The initial static topological modelis the first iteration of the following
topological model

M=R(by,...b,... 0 Vi, ) (3)

It is necessary as the basis for further statenigntbe experts at the stage of the expert
survey. The initial model is developed referringthie data in the literature or with the
participation of some of the experts to be inviaer on.

Further improvement of the model is done by thesetspintroducing the changes to
the model M, (Stalidzans and Markovics, 2000). deace matrix and the topological
model as the kinds of the information reflectioe applied for making the model more
precise by experts in iterative process first iirally (cycle:individual expert work,
testing individual experts, satisfactory model)Individual expert work is followed by
comparing of experts.If the result is nosatisfactory modeland afterestimation of
differences between expertsloes not appedrasically correct the initial topological
model can be changed.

The evaluation of the information provided by thperts based upon the level of
the concord of the experts is made depending otyfieeof the survey: direct estimation
or comparison of pairs.

In case of the direct estimation of the parametedevel of concord of the experts
is evaluated based upon the concordation coeftiddn(Kendall, 1955, Djakova and
Krug, 1966) in compliance to the following formula:

12_Zn: {Zm: i = ; m(n + 1)}

W =
t m?(n® - n)

(4)

where n - number of estimated objects in the group,
m - number of experts,
rij — rank of object i accordingly to estimatione{pert

In case of the comparison of the pairs the levecafcord of the experts is
determined based upon the concordation ratenVéompliance to the following formula
(Kendall, 1955, Djakova and Krug, 1966):

W = 4(Zalk _mzalk +C;C52)

P m(m-1)gs-1)

()

where dk - numbers in the table of pair comparison;
1=1,...s; k=l,...s - indexes of comparable objects;
s - number of comparable objects;



m - number of experts;
sz - number of conformities from m each 2;
C<Z - number of conformities from s each 2.

The value of the concordation coefficients whd W, varies within the scale
0<W<1, and W=0 of there is no relation between the saanid it is 1, if all the experts
have rated the objects the same. The value,®/is considered sufficient for the
concordation rate when it is considered that thecood between the experts is
sufficiently high. In case when the concordatioeftioients are satisfactory the obtained
average values or the weight rates can be used.

When the number of the experts m is small the dblevery expert increases.
Consequently the inaccuracy of any single expei's strongly influence the average
arithmetic value. Another methodology for obtainthg resulting assessment is applied
for the prevention of this effect. It is known ththe essence of the evaluation by the
experts is obtaining an unknown value as an intademlue the distribution of which is
judged based upon the individual evaluations byettgerts. Thus the initial data massive
of the experts' views should be processed basea tip®@ mathematical statistics
concepts. In case when the number of experts if #maaverage arithmetic value is not
the best way for obtaining the resulting assesssnent

Therefore the evaluation of every i parameter shtel defined as the mathematic
expectation of the average value C which is catmnaon iterative bases where the
formula for q iteration is (Voronin, 1974).

4 1
Zlcj eXF{_ZaZ(Cq_l _Cj)2:|
— =
m 1 5
Z;ex _E(Cq_l _Cj)
J:

Where Cj - evaluation of expert j of the object
Cq-1- result of previous iteration,
g=l,...u - iterations,
0 - standard deviation,
m - number of experts.

On the first iteration it is recommended to apply average arithmetic value

C

q

(6)

>c (7)

Then in compliance to the procedure of iteratidres éxact value should be found. The
iterative process has been completed when the ekasfgthe value between iterations
are lower than the permitted error.

Following the development of the topological mottet analysis of the cycles of
the model should be performed defining the particular BCSpkan the biological
system itself.



If the experts think that the topological modéd| sufficiently well depicts the
relation of the biological system and the environtrarameters the study of the system
should be continued in the dynamics dhne introduction of the functional relations
between the nodess required. The topological model developed fer dipplication case
(the model for the microclimate control of winteltleek colony) can be seen in Figure 2.

The static topological model M,#®;,...kx,...1¢; Vi,...,\,...V5) IS homomorphly
changed into the dynamic model 8y (by,...I,...0¢; V1,...\%,...V5;t) applying the
software packag@owersim Constructor 2.5The parts of the dynamic model can be
seen in Figures 3 and 4 correspondingly in the fofi@iagrams and equations. Choice of
Powersim Constructor 2.5dynamic modelling software is determined by itxithdity
in relation to the changes in a model, simple ugerface and possibility to connect with
the Microsoft Exceprogram for information exchange.

Under the conditions when sufficient information thre relations between the
nodes is not available the surely known data teXmessed in the form of equation
become the most valuable basic information of tbeleh These can become the tools for
turning down the low quality data as deficient.téagl of the unknown relations it is
necessary to introduce very approximate functioisily and they can be updated in the
process of simulation.

Development of the simulation model in dynamicémodel M,) comprises one of
the most important stages of the work - tuning thedel on which the level of
similarity of the model to the simulated processdbe biological system depends.

Verification of the simulation model in dynamicsshould be performed by the
data collected in the nature and registered.

The verification operation is intended for checkihg correctness of the simulated
data of the model. It is necessary to minimise dbeiations of the model from the
measurements obtained in the field tests MiiF..k,...b¢; Vi,...,\,...Vs; 1).

Aver 2|Mb_Ml|: Fb(bk’vs’t)_Fl(bk!Vsit)a (8)

where A, - difference between the field measurementsal the system model v

k=I,K; s=I,S.
The maximum permitted verification err@.er can be specified separately for every
parameter of the set B:

5veri 2||:b(bk)_|:1(bk)|!k:]-'K' (9)

It is necessary to attempt to minimise the dewvnidrom the measurements
performed in the nature paying major attentionhe tomparison of the tendencies
(growth, decrease, stagnation). When the differdreteveen the test data M| and the
model data M has become lower than the permitted, the BCS model verification
has been performed and the model of the biologssstem M= Fy(by,...k,...;
Vi,...,V...Vs, t) can be considered as established. In the durtiperations this will
replace the biological system.
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Verification is done by softwart@owersim Solver 2.0vhich works with model created on
Powersim Constructor 2.51t. provides model flexibility and changes donehia BCS
model does not need to be changedmwversim Solver 2.0.

Example of application. As application of development of the BCS model a
topological model and dynamic model in softwB@versim Constructor 2.5% made
for a hive-wintered bee colony BCS of four paramset microclimate in the winter
cluster of bees. For creation of the topologicatlelon the circumstances of insufficient
information an expert evaluation is executed pigaitng 12 experts. The "brainstorm”
and methods of direct evaluation are applied. \VistHor getting of functional relations
between parameters in the circumstances of ingarffianformation are demonstrated.
SoftwarePowersim Solver 2.8 used for verification of dynamic model.

Section Three (The methodologyor developing the artificial control system (ACS).)
For the purpose of implementing the control of bi@ogical system - collaboration with
BCS - it is necessary to establish ACS, which wdadléhble to control the first one.

ACS usually is a technical system the structurevioich depends on the task set
for it (minimisation, maximisation, prevention dii¢tuations, or the combination of
these tasks for the sets of the parameters ofidtegiral system).

The control task is being solved to satisfy theasehe control targets G{g..,g;}.

A part of this algorithm (figure 5) comprises thedy of the usefulness of the ACS
model

M=F(Cy,...Cp...C; by, 0, B Ve Vs, Vs 1), (20)

where ¢ - ACS parameters (z=1,2),

without getting into detail of the transitional pesses which would require a more
detailed analysis of the system. The algorithmsseace has to establish whether the
introduction of the ACS can be useful assuming thate will be no difficulties in the
transitional processes.

The criteria of efficiency of ACS are sein the task definition or with the help of

experts.
There is a set of possible solutions of the AC&ldsthment X. Its permitted solutions
Xi, i=l,...,n form the set of the permitted solutidhs

The quality of every solution or its efficiency assessed based upon the scalar
criteria Vj, j=I,...,m, which jointly form the veot of efficiency

Y=Y My Yme)- (11)

Most often the Y components are the criteria olnecoic character combined with
the criteria of other kinds. A few examples of gassible criteria which can be defined
simultaneously: minimisation of the human work fmrecology, maximum speed for
reaching the target, minimum deviations from thigetivalue, etc.
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Figure 5. Algorithm of ACS development.

The selection of the parameters to be controlleds determined mostly by the
technical possibilities - the measurability of rerameter and possibility to influence fit,
as well as the set of the control targets G aneéfii@ency vector Y.

The aim ofthe selection of ACSis to define the technical means to be able to
control and supervise the selected parameters.

It is necessary tmtegrate ACS in the model of BCSo perform the simulations of
the efficiency of its introduction. In this stadeetmodel can be sufficiently simple



because more detailed analysis of it will take @l&at turns out that the implementation
is useful.

Optimisation of the proportion of the ACS loop in @mpliance to the efficiency
criteria usually is related to the search for compromisesilse not everything a man
can do for reaching the control targets complieth wihe criteria of efficiency in the
particular case.

The efficiency vector Y is related to the resolofionith the help of the reflection
function

F(X) = X—Y, (12)

which can be set analytically, statistically or hstically. The optimum solution X°
should be found which would satisfy two conditions:
1. the solution should be feasible, i.e. it shouldbhglto the set of the permitted
solutions Q,
2. the solution should be the best in the meaningitiséiould optimise the vector
of efficiency Y(X).
The general form of the optimisation model is d®¥es (Borisovs, 1972):

X° = F *[optY(x)],
X0OD,,

where opt - the optimisation operator of the efficiency \act
F!- reverse reflectiolf—X.

The classic vectorial optimisation theory is redate 3 problems.

First of them is the selection of the optimisatjanmciples which determines in
what respect the optimum resoluti®fis better than all the other permitted resolutions
In the model it means deciphering the essenceeobfitimisation vectoopt leading to
the scalar criterion, which, in turn, is the fupatiof the local criteria.

The second problem is rationing of the local ciater

The third problem is related to the evaluationref tveight coefficients A of the
local criteriaA={\;}, j=I,...,m.

When the optimum resolutiok® is found the optimum ACS modelMis defined.

The optimisation of the efficiency is performed dzhsipon the proportion X of the
ACS loop, which is expressed as percentage. Tigettaf the ACS usually it to take
over, ease or promote a function of the biologgyatem for the purpose of satisfying
some particular targets. Assuming that the maxinechnically possible effect of ACS
is 100% of the proportion of the ACS loop (X=100&t)d the case when the ACS is not
introduced at all is X=0%, it is possible to optmi efficiency of the system
implementation. In case of one or several condistéeria the optimum can be found by
simple methods.

A more difficult compromise solution should be s#ed for in cases when the
quality of every single local solution is assedsased upon several (at least two) criteria
which are mutually conflicting, i.e. when the asseent of the solution becomes higher
based upon one criterion it decreases based upathbr. It is a vectorial optimisation



situation well known in the technical sciences wliea global optimum should be
searched for as a compromise solution.

"Fair compromise” optimisation method is selectemt &earching for the
compromise (Borisov, 1972 and Jeme]janov, 1973).

In the search for the optimum solution X° the fsgp is to find the subset of the
compromises based upon Pareto. For this purposixthB, subset with the following
characteristics is referred to as the subset ofpcomises: the solutions forming this
subset cannot be corrected at once based updmeattiteria contained in the vector Y.
Thus any two solutions of;, X, 'y have contradicting assessments based upon at least
one local criteria. If this condition is not congali with the search for the optimum is
turned into the simple search for the maximum withie area of the compliant criteria.

The second step is to find the optimum solutioniixXthe subsel’y. The "fair
compromise”" method generally defines that the compge (particular solution) is fair
when its relative quality increase based upon aiterion does not exceed the relative
guality decrease based upon another criterion.

The application of this thesis for the comparisbbwm solutions X and X can be
described by Figure 6 where the quality assessnoérike set of the solutiorls, based
upon the local criteria;yand y have been shown.

¥1,¥Y1.
‘g |

¥l

- b

\

==
(=]
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X Xz

S s

Figure 6. Geometric interpretation of "fair compiee’ principle.

In this example the solution 1Xis of higher quality than Xbased upon the
criterion y and of lower quality based upon the criterign lowever, generally the
solution X is of higher quality than Xonly if Y(X1)>Y(X>).

To compare both solutions following parametersusiesd:

— dy, uny, = dy, ’
maxy, () " maxy, (%)

XX XXz

(13)

X1

where dy and dy - changes of quality accordingly to criteria comipg@ from one
solution to another.



When y; > yo, the solution Xi is preferred because the decrehdbe quality dy
exceeds the quality increase,dyhen we go from the solution Xi to the solutioB. X
The optimisation model in this case is

X0 = F‘l[mjaxn y; (%] (14)
or
X® = F[max} logy;(x)], (15)

which should be applied when all the local critexra equally important corresponds to
the above referred equations. When the criterimarequally important and they have

certain importance rates = (A, A2,..., An),, the optimisation model is

X =F [max[] v} (¥)] (16)
or
X0 = F'l[r%gxxyogji ()] (17)

Following the optimisation of the proportion of tA&€S loop (finding the ACS model
M¢° corresponding to X°) the collaboration of BCS #@S should be analysed again by
performing simulations with the optimised ACS M to establish whether the target set
for ACS has been reached.

Following theassessment of ACS efficiencgf the optimised it can turn out that
further improvement of ACS is necessary. In opposite ca&€S is effectiveand
development of ACS and optimisation of its effia@gis completed.

Now the algorithm for the coordination of the BC&IaACS control loops in the
transitional processes has to be performed.

Example of application. ACS for bee wintering in bee wintering building kifour
controlled parameters of microclimate is developHte system is optimised after the
contradictory criteria of efficiency - maximal pitodnd maximal simplicity of ACS. In
the ACS model 10 parameters of wintering processeachanged.

Section Four (The methodology for coordinatiorof the operationof BCS andACS).
When the implementation of the ACS has turned @iiet useful it is necessary to ensure
the stable operation of the BCS and ACS to reaeltdimtrol target and not to damage or
destroy the system to be controlled in the tramsiti processes. The algorithm is shown
in Figure 7.

For the purpose of evaluating the control process mecessaryo combine BCS
and ACS models in the real time including the trangion processes.




Begin

1. Combination of BCS ans ACS models in
time including transition processes
Y
2. Simulations with sets of extreme
external imPacIs

N
Ja. Change of <
ACS parameters
A
4.Are ACS parameters
technically feasible?
+ Yes
5. Evaluation of efficiency
of ACS
Yes E

N

6a. Further ACS

modifications
reasonable?

No

Figure 7. Algorithm for coordination of the opecatiof BCS and ACS.

Following the combination of the models thienulations with sets of extreme
real external impactsis necessary. The extreme external impact for tmpgse of
transfer processes are the cases when the envinbnpaeameters V varies with
maximum speed and thus requires also a fast reaofiche BCS which in natural
conditions in most cases can ensure the survividleosystem.



When the biological system is controlled the ACSstrie correctly designed for
extreme changes of the external parameters. Thensysiust not be damaged during
collaboration of BCS and ACS.

The permitted range of the changes of the systeranpers under the natural
conditions, i.e. without the influence from ACS mhbg set as the criteria &CS
harmlessnesf the system to be controlled Js{j.,j,). Restrictions can be set also in
the definition of the task:

J=Fj(bu). (18)

If simulations with sets of extreme external impdoes not extend outside the
range of the system parameters seen under theahatmditions the collaboration
between BCS and ACS can be considered as harnéssourse, the criteria of
harmlessness can differ in their interpretationemeling on the specific of the task
because even killing the biological system candbas a task for ACS (for instance: pest
control).

In case when the criteria of harmlessness areatisfied it is necessary thange
the ACS parametersuntil the system generally complies with the hassiess criteria
on the level of simulations. Following the ensurofghe harmlessness it is necessary to
check whether the new AGQ&rameters are technically feasiblewWhen it is necessary
to change the parameters of ACS for reaching thanpeters found in the simulations a
repeatecevaluation of the efficiency of corrected ACSs necessary taking into account
the performed corrections. The possible resulth®fACS efficiency evaluation can be
as follows 1) further ACS modification attempts are necessary to reach the
harmlessness and efficiency of the system, 2) tdmelasion that the task cannot be
fulfilled and further search is not efficient, or tBe conclusion that the complete task of
ACS development has been fulfilled.

Example of application. The model of simulation of the BCS and ACS collaltion is
created in softwar@owersim Constructor 2.5WVith Powersim Solver 2.8oftware the
ACS parameters are found, which satisfies ther@itd harmlessness.

Section Five(Conclusion)

Themain results (see the section in this Summary) are described.

The conclusions of the value of the Paper and #weldpment perspectives have
been summarised:

1) On the simulations based development of controlesysn case of the biological
system diminishes necessary time and resourcescamiaks considerable part of
tuning of control system from the field experimeats computer simulations. Not of
less importance is a complex understanding foptbelem of control, which a model
gives for each particular case.

2) The developed methodology is especially importantases when the complexity of
the system or lack of information to be studiesedwines the necessity for the
collaboration and coordination of a big number bE tcomputer experts and
biologists. The algorithms for developing the madalow both the knowledge



engineer and the biological expert to perform thmodel development procedure
minimising the subjective influence by other expert

3) The methodology is able to include the most updtedcience facts on the system to
be simulated and this is ensured by the flexibtityooth - the topological simulation
and the applied simulation software package.

4)The developed methodology has wide area of appmitatin industries -
biotechnology, pharmacy, food processing industiy agriculture.

5) The methodology may be applied for the evaluatiot possible optimisation of the
control systems of operating biological systems.

6) The methodology can be adapted for the study ofiritegrelation of the complex
biological systems to evaluate the consequencéseoécts planned or performed by
man also without the intentions of control.

7) Further development of the methodology could bedaled towards the complex
control of several biological systems - by devetgpihe control system for fulfilling
the targets in several biological systems by imggletimg different targets in relation
to them, for example, to encourage the reprodudfam particular species at the same
time harming another not needed species.

8) The methodology for the control of one biologicgstem with the help of another
biological system thus not applying the artificsgtstem established by a man can turn
out to be an interesting direction, for example|daical pest control.
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