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GENERAL DESCRIPTION OF WORK

Nowadays, intelligent data analysis experiencegp#r®d of boom. This is mainly due to the
new idea implementation at the intersection of suesearch areas such as artificial intelligence,
statistics, and database methods. Methods of dalgséss and automatic processing are treated as
knowledge discovery. In many cases it is necegsariassify data in some way or find regularities
in the data. That is why the notion adgularity is becoming more and more important in the
context of intelligent data processing systems fitequently required to ascertain how the dag¢a ar
interrelated, how various data differ or agree wetch other, and what the measure of their
comparison is. Intelligent data analysis can alsaléfined as follows. This is a decision making
process that is based on finding regularities endhta. The majority of methods of that kind were
initially developed in the 70s-80s of the past aentas a result of studying artificial intelligence
methods. However, it is only lately that they haween paid great attention due to rapidly
increasing necessity for data processing.

Thetopicality of the research theme under consideration is dalgehe fact that in data
mining industry the results of regularity search arostly represented using conditional rules in
the form ofIF-THEN statements. Rules of that kind help solve task®mafcasting, classification,
pattern recognition, etc. By employing various agghes: clustering algorithms, neural network
methods, fuzzy rule processing methods, one caairolite rules that characterise data in a form
clear to humans, which enables the interpretatiodata, finding regularities in them as well
extracting new data characterising rules from t@.d

The maingoal of the research is to study task classes that @mmplethods of regularity
obtaining and conditional rule construction andirtorease the effectiveness of intelligent data
processing systems with the aim of finding regtikesi or rules that characterise them, from
multidimensional data samples.

In accordance with the goal stated, the followigks were specified:

1) Estimate the present state-of-the-art in artifici@ural network application to discovering
regularities;

2) Study and compare application possibilities of gilzed clustering algorithms in modelling
regularities;

3)Develop a fuzzy rule implementation model for fimgliregularities by fuzzy clustering
methods;

4) Adapt architectures, methods and algorithms thablenusing certain neural network classes
to extract and process rules;

5) Perform data analysis using association rule etitraenethods.

The object of the research is various kinds of regularities in the data tbah be expressed
using conditional rules.

The subject of the research is methodologies of data analysis which are engadyp obtain
regularities and/or rules of that kind.

Resear ch methods
The research accomplished to achieve the outlinatligcludes:

(1) application of artificial neural network metteoto analyse the data obtained;

(2) using of clustering methods in classificatiasks and in neural networks;



(3)application of fuzzy clustering to fuzzy ruleopessing;
(4)employing of algorithms of association rule extron.

To solve the tasks under study, artificial neuratwork theory, algorithms of clustering
methods, elements of fuzzy set theory and of agBonirule theory are employed. Applications of
the research methods are illustrated with demoscasd studies that characterise the class of tasks
under examination.

As scientific and practical interest in data minings increasing, research on the possibility
of processing IF-THEN rules with the help of difat techniques achieved worthy attention
Thereby a knowledge base model is being obtainat ¢an serve as a basis for further data
analysis While developing the doctoral work, reskawas performed and different methods and
techniques were examined, which helped obtain aetgigls that characterised the data

The novelty of the work under consideration is the summariséamation about choosing
the most rational data mining method that is vaéidahrough experiments. That helps select one
of the three rule extraction methods being considler

The study describes an idea of potential functi@thmd application in particular task class.

Within the study, a method is developed to extfazzy rule base from the numerical data
using the fuzzy clustering algorithm.

The practical value consists in developing a methodology and softwheg enable using
data analysis methods to process regularities. Jbware is written using theMatlab
environment. It is used to perform experiments airakillustrating the execution of different data
analysis methods. Programme modules and data eetplorg available on the author's home page
at www.ru.lv/~peter

In the course of work, the following research wasomplished and these methods were
elaborated:

1) the suitableness of neural network application earshing for regularities is studied and
analysed;

2) a procedure for rule extraction from a radial basnction (RBF) network is developed,;

3) the choice of clustering method for studying regtits is validated. Several clustering
methods are compared and analysed with the aimdaihfy the most effective one;

4) a fuzzy clustering model for rule extraction andgassing is developed and implemented;

5) principles and methodology for rule extraction,ngsassociation rule discovery methods, are
worked out.

Major findings of the work were reported at these significantenmational scientific
conferences:

1. Grabusts P. Extracting rules from trained RBF ndunatworks// Proc. of the 5th International
Conference. - Rezekne: RA izdeviiac2005. -p. 33-39.

2. Grabusts P. Analysing Bankruptcy Data with Neurakwbrks// Proc. Iff International Conference
on Soft Computing. -Brno, Czech Republic, 200411(-117.

3. Grabusts P. Using Association Rules to ExtraguRaities from Data// Proc. 6 International Batti
Conference on Data Bases and Information SystdRiga-2004. - p. 117-126.

4. Grabust P., Borisov A. Using grid-clustering methad data classification//Proceedings of the
International Conference on Parallel Computing &eElrical Engineering-PARELEC'2002. -
Warsaw, Poland, 2002. -p. 425-426.



5. Grabusts P., Borisovs A. RBF neironiklu pielietoSanas perspekas// 11 Pasaules latvieSu
zinatnieku kongresasfu kzjums. - Rga, 2001. - 5 70. Ipp

6. Grabusts P. Klaslerizijas metodes izmantoSana RBF neirofios// 11l Starptautisks zimtniskas
konferences ,Vide. Tehngjja. Resursi" materili -Rézekne: RA izdevnigia, 2001. - 257.-262. Ipp.

7. Grabust P. Using a thermal equilibrium method ie tleural networks// International Conference on
Parallel Computing & Electrical Engineering-PARELE®S. - Bialystok, Poland, 1998. -p. 261-263.

The results of the author's work are included m 2002 report on the execution of Latvian
Science Council's Grant (Decision No. 3-2-1 of I8 Doctoral Grant Commission dated May
13, 2002 about doctoral grant awarding).

There are four publications and nine papers pubtisim the proceedings of scientific
conference related to the theme of the doctoraires.

Thestructure and volume of doctoral thesis

The work includes introduction, five chapters, dasmn, a list of references, and Appendix. The
doctoral thesis contains 120 pages and is illledravith 91 figures and 41 tables. The list of
references consists of 68 titles.

Introduction validates topicality of the resear@rfprmed, states the main research goal and
tasks as well as provides a brief characterisatfgrincipal research areas.

Chapter 1 presents a survey of ways and objeatifvdata analysis in the context of searching
for regularities.

Chapter 2 describes application of associationyarsato the process of obtaining regularities
as well as a series of experiments on statistigi@ drocessing.

Chapter 3 examines potentialities of artificial redunetworks as applied to performing data
analysis; describes experimental results relatdzhtdkruptcy data analysis and suggests using the
potential function method in data analysis.

Chapter 4 estimates possibilities of different ®usag methods in data analysis, elaborates a
methodology for rule base extraction with the help fuzzy clustering and describes the
experiments conducted to obtain the rules frormth#idimensional data samples.

Chapter 5 considers neural network methods asetppdi the process of conditional rule
extraction and presents experimental results rules obtained from the bankruptcy data sample.

Conclusion provides a summary of the research adaduand outlines an area of future
research.

Appendix demonstrates the author's developed swdtfeat association rule extraction from
statistical data.

CHAPTER OVERVIEW

Introduction validates topicality of the research performediteds main research goals,
provides a short characterisation of principal aesle areas, as well as presents annotation of the
chapters.

Chapter 1 presents a survey of the existing kinds and objestof data analysis in the context of
searching for regularities. Nowadays the conoépégularityis acquiring more and more attention

in the representation of intelligent data procagsystem operation. In many cases it is necessary
to ascertain in what manner the data are integ@)dtow various data differ or agree with each
other, and what the measure of their comparisoiisarious dictionaries the ternegularity is
interpreted as similarity, conformity with a law coonclusion by analogy. Regularity can be
considered determined correctly if it explains tasults of all experiments that relate to the given
area of operation. The more experimental factsioonthe more reliable the validation is. As the



objective of searching for regularities in the d#&aa task of intelligent-data analysis, it is
necessary to discuss today's approaches in that @uarently the following concepts of data
storing and analysis can be distinguished:

- Data Warehouse;

- On - Line Analytical Processing,

- Data Mining.

The area of intelligent data analysis (IDA) is ddesed as very important because the data
stored are defined dswowledgeln English, IDA can be interpreted &nowledge Discovery in
DatabaseqKDD) and Data Mining (DM). Many researches use both of the terms asrgyns,
whereas the majority of researches treat KDD inidewsense, as a research area that comprises
artificial intelligence methods, a combination datsstical and database methods that enables
obtaining information from the data. In its turnMDs treated as the process of acquiring that
information. Thus, IDA can be defined as followsis is data analysis consisting in searching for
hidden regularities in the datat should be noted that the majority of IDA methodere
developed in the seventies and eighties of the @asiury as a result of researches on artificial
intelligence methods. They, however, have attravtiel® attention only nowadays due to rapidly
growing necessity for data processing.

Majority of researchers distinguish the followinglgal data mining tasks:

1. Classification.The most widespread task of IDA. It allows onedistinguish features that
characterise object groups (classes) of one typbatoa new object could be ascribed to the
class according to the known characteristics.

2. Clustering.lIt logically continues the idea of classificationa more complex case when the
classes are not specified. As a result of cluggerobject distribution by classes is also
performed. In general, clustering results are rashéjective, which depends on the similarity
measure of the selected training set. Clusteriggradhms are used in several artificial neural
network models as well as fuzzy network models data preprocessing in unsupervised
learning.

3. Association rulesAssociation ruies enable finding regularities ameeveral related events.
Rules of that kind are based on the following steget. If event A occurs, then event B will
also happen with probability X%. In the beginnititat task was employed in supermarkets to
determine what products customers buy togethert iBhahy it is sometimes called market
basket analysis.

4. Sequencelt is similar to associations, but sequence igvialr the events that do not begin at
the same time. Instead, they happen with a cetitam shift. If event A happens, then event B
will happen after time T with probability X%.

5. Prediction.Using actual values to predict future values.

Researches conducted in the area of intelligerd eaalysis use a lot of different methods
borrowed from several sciences. It is often emgeaisthat IDA comprises points of interaction of
different science fields. Among most frequentlyeditare: decision analysis and regression trees,
Bayesian classifier, artificial neural networksz4y inference, association rules, clustering, fuzzy
cluster analysis, etc.

One myth about the omnipotence of intelligent datalysis methods is that IDA finds
regularities in the data automatically. Indeed,ous IDA methods allow one to find regularities
in the data examined, whereas the objective ofdékearch process - what final result is required
to achieve - must be stated clearly. To succegspdtform data analysis, the following six steps
should be taken:

1.determination of a specific objective;

2.data collection;

3.choice of methods of analysis;

4.choice of software;

5.performance of the analysis, and

6.making a decision how to use the result.




The main requirement which is put forward to thgutes of data analysis is that the results
must always be interpreted as correctly as possilhle rules that represent the regularities found
have to be stated as simple and easy to undersigicdl expressions. Namely, they must look as
these logical rules:

IF {(Event 1) AND (Event 2) AND ... (Event N)} THEN..

In what follows, the author will employ logical aditional rules (production rules) of this kind:

IF (Arnecedent ) and { Antecedent 2y and. ( Antecedent NYTHEN (Conseguent)
N 4 ~-_—.-.-—.—',—-——-l'

A B

In the course of working, the need arose to stwbhriiques enabling conditional rule
extraction from the multidimensional data samplas $cheme shown in Figure 1 was made as a
result of a thorough study of the relevant literatult represents the trends that nowadays
dominate in the area of intelligent data analysis.
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Figure 1. Rule extraction methods and their appboa

So long as research interests of the author asegecklto artificial neural networks and
clustering, the choice of RBF neural network basdd extraction methods is validated in the
study because networks of that kind make use staling at the learning stage.

In its turn, fuzzy clustering can be employed & thitial stage of fuzzy rule formation,
which will be described later.

As regards association rule extraction methods ihighly popular in the intelligent data
analysis. Due to that, a desire to examine itsiegjpbn area arose.

The methods and tasks considered in this study edsas their structure and respective
chapter numeration are represented in Figure 2.
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Figure 2. Rule extraction methods considered irsthdy

The motivation for studying rule extraction methaglghe following:

» the amount of multidimensional data to be analyssmbmes too large for the potentialities
of statistical analysis;

» popular neural network methods operate by the blagk principle that complicates
interpretation of the results for the user;

» previously unknown regularities are preserthandata;

 the regularities found can be represented in ya tivat is easy to perceive and understand
for the user.

Chapter 2 discusses application of association analysihéprocess of obtaining regularities.
Section 1formulates the task of association analysis. Nayada great amount of data are
accumulated in different areas of science, busjressth care etc., so the necessity to analyse the
data in order to better manage the area concemésks. Frequently the needs of business
stimulate the development of new methods of igefit database analysts, which are oriented
towards practical business applications. As an @@none of the problems can be mentioned,
which shop managers often face: when a customehpses specific article, then X % of the time
he also buys another article that is first artidégoendent. Say, if he buys bread and butter, then
90% of the time he also buys milk. Initially, thask was used to find a pattern of typical market
basket in supermarkets. That is why it is frequeadlledmarket basket analysig general case
these operations arc callé@nsactions.The regularities, which could evidence for suchngs’e
relationships, are calle@ssociations.Associations or association rules enable one td fin
relationships among several dependant events. fhderlying statement for those rules is the
following: if event A occurs, then event B will al®ccur with probability X%.

Association rule mining is based on theoreticabagstions about the existence of rules of
that kind developed by a group of researchers i8319n 1994 an effective algorithm for
association rule mining was published. These stute stimulated the development of numerous
similar algorithms, which made it possible to asalyfor example, large scale shopping operations,
and extend the task to one of the fundamental rdstlod intelligent data analysis. Association
rules can be employed not only for market basketlyasis. They can be applied to any data
analysis by carefully examining the regularitiesrid.



Section 2describes two characteristics which define assiociaules - the confidence and the
support. All rules that are specified in the fofm(X) THEN (Y), have these two characteristics.
1) confidence - part of instances when the rule wasfeal out of all its application instances

(part of instances Y in relation to instances X);

2) support - part of instances when the rule wasfgadisut of all the instances when Y was

satisfied (part of instances X in relation to imstas Y).

Let | = {iy, iz..., in} be a set of literals, calledems.Let D = {t;, t,,..., t;} be a set of
transactions, where each transaction, t, is a fSetems such that (@ |. Each transaction is
associated with an identifier, called TID. Givenieamset X[ I, a transaction t contains X if, and
only if, Xt. The itemset X hasupport,s, in the transaction set D if s% of transactian®i
contain X; we denote s = support (X).

An association rule is the implication in the foMn=> Y, where X, Y I I, and Xn Y=0.
Each rule has two measures of value: support anfidemce. The support of the rule X => Y is
support (X 'Y):

KTODX OTY
D]

Theconfidenceg, of the rule X => Y in the transaction set D ne#rmat c% of transactions in D
that contain X also contain Y, which can be writteenthe ratio:

s(X OY) )
s(X)

Support indicates the frequencies of the occurpadterns, and confidence denotes the
strength of implication in the rule. Given a uspedfied minimum support (called minsup) and
minimum confidence (called minconf), the problem asfsociation rule mining is to find all
association rules where support and confidencelager than the user defined minsup and
minconf.

Let us illustrate the aforementioned with an examnpphble 1 represents transaction
database. It is a set of products | that consigpsazlucts A, B, C, and D.

s(X) =

c(XY) =

Table 1
Market TID

TID Market basket TID | Market basket

1 [{AC) 6 [{AB}

2 {B} 7 [{AD}

3 {A,B,C,D} 8 [{B.Cc.D}

4 {B,D} 9 [ic,b}

5 {A,B,D} 10 [{A.B,D}

Each row of the table contains transaction ideattifilD, which characterises the number of
customer's performed operation as well as a s#éteofjoods purchased. The support of itemset
{A,B} is 0.4. The value of support of itemset (A, B} is 0.3. Hence, the confidence of rule
{A,D} =>{B} is 0.75. From (1) it follows that:

_s(AOBOD) _ 03
s(B) 04

If the boundary value of supporpinsup,is less or equal to 0.3 but the boundary value of
confidencemincontf,is less or equal to 0.75, the rule is considereg@table. It can be concluded
that this association rule is derived: "When a@ungr buys products A and D, it is possible that in
75% of cases he will buy product B as well".

Statements of that kind are without doubt acceptallly for large databases. Support and
confidence values do not yet guarantee the suitalof the rule for modelling customer's
behaviour. They can only assist in making decisions

¢(A D= B) = 075.



Sections 3 and #xamine two algorithms for finding itemsespriori and AprioriTID, whose
execution also helps to derive association rulegeineral case, the process of all association rule
extraction is reduced to two subproblems:

1. The large itemsets. Find all itemsets that havepsupabove the predetermined minimum
support. These itemsets are called large item&xmetimes they are also called frequent
itemsets.

2. For each large itemset, derive all rules that havgreater than the predetermined minimum
confidence as follows. For a largdemset X and Y, where XM, and
X, Y n=0,if support (XU Y) / support (X)> minimum-confidence, then the rule X =>Y is
derived.

For transaction database D = {{A,C,D}, {B,C,E}, {B,C,E},{B,E}} with minimal support
boundary value equal to 0.5, itemsets @btained as a result die Apriori algorithm execution,

and candidate sets @fter three iterations are shown in Figure 3.

L L L, s L,
Iietnset | Count liemset Itemset | Count [temset Itermset | Count
[A} 2 | {AB) | fAC) 2 IB,CE} $BCE) 2z
{B} 3 {A.C) {B.Cj 2
£Cy 3 | {AE} 1B.E} 2
{E} 3 BCy | {CEy [ 2
{BE!
{C,E}

Figure 3. Execution example ot tAeriori algorithm

The AprioriTID algorithm is similar to thépriori algorithm and employs the recall function
to generate candidate sets. The process of caaddaigeneration is illustrated with a transaction
database shown in Figure 4 under the minimal stmadue 2.
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Figure 4. Execution example of tAgrioriTID algorithm

Section 5 describes a series of experiments aimetiseovering Independence of the count of
extracted rules on the initial values of suppohe Thain motivations for the experiments was the
desire to find regularities in raw data using asg@mn rule mining method. The author did not
have



an opportunity to use professional software packageh as the data mining td@lementineor
similar, therefore the experimental part was cdraet in theMatlab environment.

As experimental data, the data of the Latvian Gér8tatistics Office about reply variants
obtained from 3044 respondents were used. Thesaétated for the experiments were related to
the study of inhabitant migration process. The seslgnts were asked the following questions:

1. In what country were you born? (with 11 possiblgyeptions offered);

2. How long have you lived in this place? (with 4 gepptions offered);

3. Where did you live before moving to this place?tkw8 reply options provided);

4. Please designate the type of the place you livdaefore moving to the current place, (with 7
possible reply variants);

5. What was the reason for you to move to the cuptade? (with 6 possible replies);

6. Are you planning to move to another place withie thext 3 years? (with 5 possible reply
options provided).

The objective of the experiment was to determinssjide relationships in these data and to
determine the dependence of the count of regwdaritin the preliminarily assigned boundary
values of support and confidence.

In the first part of the experiment it was assurtteat the confidence was minconf = 95 and
the support was minsup = 95. See Figure 5 for btaimed graphs of rule support analysis and rule
confidence analysis. As many as 58 rules were é@rat these initial values. For each rule there
were calculated support value and confidence value.

Below one can find some derived rules with greatapport values;

12 74 = 51 Support=592 and confidence is 98;

46 = 83 Support is 545 and confidence is 97;

12 74 83 = 51 Support is 530 and confidence is 98;

12 46 = 83 Support is 443 and confidence is 97;

45 51 65 = 83 Support is 303 and confidence is 95
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Figure 5. Dependence of rule count on support anfidence values

Taking into account the decoding results one carclade that:
-the ' rule determines: IF "you were born in Latvia" ANBSved to the current place due to
family reasons" THEN "Before moving to the currptdce you lived in Latvia”.
-the 2 rule determines: IF "You have lived in this plaikthe time" THEN "In the next 3 years
you are not planning to move to any other place
-the 3% rule determlnes IF "You were born in Latvia" ANPou have moved to this place due to
family reasons” AND "You are not planning to moweany other place within the next 3 years"
THEN "Before moving to the current place you livad_atvia"



-the 4"rule determines that: IF "You were born in LatvAD "You have lived in this place all
the time" THEN "You are not planning to move to atlger living place within the next 3 years"
-the 8" rule determines that: IF "You lived in this plage to the age of 50 years" AND "Before
moving to this place you lived in Latvia" AND "Befthat you lived in a village” THEN "You are
not planning to move to any other living place witthe next 3 years".

By analysing the rules derived one can state thatpersons interrogated live in a small
compact living place with a small migration trefdhe rules derived are logically understandable
and represent a real-world situation.

In the second part of the experiments, rule coahtas were obtained at different support values
and fixed boundary confidence values. The resvéishown in Table 2.

Table 2

Dependence of rule count on support values

Support 10 15 | 20 | 25 | s0o [ 75 | 100
"Conf-50_| 2690 | 2071 | 1628 | 1346 | 765 | 509 | 386
Conf-75 | 1717 | 1343 [ 1029 | 839 | 473 [ 318 | 241 |
Conf-90 | 983 | 736 | 553 | 436 | 246 | 159 | 121 |

The graphic form of the above correspondence caeée in Figure
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Figure 6. Dependence of rule count on support walue

Based on the table data and graphically given spardence, one can conclude that the
greater the assigned confidence level and supdmstimdary value, the smaller the number of
association rules discovered and, as a resulsttbager the rules.

Section 6concludes that for certain classes of tasks theham@sm of association rule mining is
very similar. It is important to realise that to &#gplied successfully, the derived associationsrule
require a thorough analysis. The method of assoniatile mining, which was initially intended
for the market basket analysis, proved to be a gooldfor a wide range of tasks. With the help of
that method, it is possible to mine and discovegulaities in the form X => Y in different data
types Nowadays the method has a widespread apptidattasks of large database processing and
analysis. Association rule mining method justlysli@mong the main intelligent data processing
methods.

At the same time it should be noted that associatide analysis has its own bottlenecks
whose study could turn out to be a valuable apjticaarea:



-Software implementation of association rules rezpigonsiderable time;
-The analysed data should be possibly homogeneous.
-Unfortunately, erroneous or strange data alsogyaatie in rule formation.

Chapter 3 discusses potentialities of artificialna¢ networks in performing data analysis.

The task of Section 1 is to examine potentialibéseural networks as applied to searching for
regularities. Neural networks (this is a generahhon of a certain class of algorithms) are able t
learn from examples thus deriving hidden regukesiin the data. If a relationship among the input
and output data exists (even if traditional methdal:iot show it), a neural network can adjust to it
automatically with certain accuracy. Moreover, margural networks allow one to evaluate the
importance of particular features of the input dadareduce data amount without loosing the most
essential data, to identify the approaching ofdhtcal situation. In many cases neural networks
help find regularities which cannot practicallydiscovered by analysing the data manually.

Section 2 describes the basic principles of nengéork operation. A definition of a neuron and
neural network is given. A number of activation dtian formulas are described, and a
classification scheme of neural networks is showrparticular sections of the work, three neural
network models will be employed: a radial basisction network (RBF), multilayer network and

the Boltzmann machine.

Section 3studies potentialities of neural network methodssearching for regularities. The
research is based on the RBF neural network, waiaégtecture is shown in Figure 7.

{x)= }; b3 l-r",{!.l,'J _‘:. ¥
=

Figure 7. Architecture of the radial basis actiwatiunction network

ingeneral, the RBF network contains a single hiddgarl of units with radial activation
functions. The most frequently used radial funciionetworks of that kind is Gaussian:

x-al
d(x)=e 7

where x - a component of the input vector,

G - the centre of the activation function;

o - standard deviation.

The number of units of the hidden layer is detegdim the course of learning. Normally,
each unit of the hidden layer corresponds to aiipetass of objects. For clearness it can be said
that units of the hidden layer calculate the Ewdid distance between the input objects and the
centre of the radial function. The output valueshef hidden layer units serve as input signals for
the output layer units. The network output is theglied sum of input signals of the output unit.



The training of RBFs takes place in two stages {dgare 8) That learning algorithm has been

selected because it is the principal training meitfay neural networks of the above mentioned
Kind.

1
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Figure 8. Learning scheme of RBF networks

At Stage 1, training in the hidden layer is perfechwith unsupervised learning algorithms
which are called clustering algorithms. The aintloftering is to divide the input data into groups
of objects (clusters, classes, and taxons) andrdete the centres of those objects. The essence of
clustering is represented in Figure 9.

¢

| @Qm

(a) (b)

X,
L

Figure 9. (a) splitting two-dimensional objectsitusters; (b) cluster representation in RBF units

The process of cluster analysis includes thesestag

» Formation of a set of data subject to analysis;

» Determination of limits or other characteristicdini@g this class of data (cluster);

» Splitting the initial data into clusters;

» Construction of the cluster hierarchy.

RBF training was accomplished using t@emeansclustering algorithm. It minimises the

quality indicator which is determined as the sunsgfiared distances of all points belonging to
cluster space, from the cluster centre The nantbeoprocedure has resulted from the calculation

of the mean distances from the cluster centregéntdie cluster group. The algorithm is executed as
follows:

() Initialise the cluster centres; (8et the initial cluster centres to the finstraining data or
to themrandomly chosen training data)

(2) Group all patterns with the closest cluster cengxefor each patters, assign x to group
] , where

[

- WJ*

= m.ioni - W, H
J



3) Compute the sample mean for the cluster cemtréar each group wj,
o? _ 1 3 x , where m is the number of patterns in group j.
M

j xOgroupj

(4) Repeat by going to step (2), until no changeuister assignments.

As a result of the algorithm execution, the finhlster centres, yware determined with the
restriction that the sum of squared distancesl|dhal points, which belong to the group, from the
cluster centre, has to be minimal.

Training of the hidden layer results in finding iaation function's parameters They are

cluster centres yvand cluster standard deviatiamf, J being the count of clusters. The value of

0']2 is determined by formula
1
2 _ h
o =— E xi(x—wj),
IVIj X0

where ©, - number of objects in the training set that amiged around the cluster centrﬁ;w

M; - number of objects i®,, and T - notation of the transposed matrix atee

The advantage of théC-means clustering algorithm consists in its popularity,glni
effectiveness, and simple implementation. Howetrer,algorithm may not achieve good results if
object distribution is not uniform. In this case tharameters (the number of cluster centres) have
to be changed, after that the algorithm must bewre again. As a disadvantage of the algorithm
its non-universality can be mentioned.

After the training in the hidden layer is completethd radial function's parameters are
defined, training in the output network layer isfpamed using the so-called supervised learning.
To that end, the least mean square error algofr(tivi®) is employed.

Training data consist of pairs {Uk/dk} where Uk tise input object forthe output layer
whereas dk are network target outputs, and k isntimaber of objects. The input signal for the
output layer is processed in the hidden layer leefors forwarded to the outpur layer. In other
words, the input values of the output unit are hidden layer output valuesiuradial finction
values), where i=l,...,M. They are calculated byrfala: { (x—w}?)T(x—wz}}

u, =ex 5

where X - input vector; 20

W;‘ - the weight vector of the j-th unit (actualligig is the cluster centre to which the
given input vector belongs);

2
g;

M - units of the hidden layer;
N - number of units in the output layer.
The output y of the outgut layer for the k-th input vector &aulated as follows:
V=W, U,
where W’ - the weight vector that connects the i-th uiithe hidden layer with the output unit;
u; - input signal for the output unit.
In the course of learning, taking into considenmatiooth real and target output values
(respectively, yand d), neural network mean square error is calculatefbbmula:

1 1
= :E;(dk - yk)2 :E”dk - yk||2

- i-th unit standard deviation;

A certain value of minimal error, k&, is used as the stopping criterion. If the mearasg



error of the training cycle (iteration) is equaldoless than g, training is considered completed.
Due to that, after the second training stage isopmed, the RBF network can be considered
trained and ready for further research experiments.

Section 3 then examines another neural network kitiee Boltzmann Machine, which is mostly
used in optimisation tasks. Learning algorithm ¢ Boltzmann Machine is analysed, and the
essence of the Simulated Anneal{i@gf\)method is discussed

Section 4discusses neural network application possibilitiesthe first example, using a small
training set the procedure of RBF network learnshdescribed in detail for the pattern recognition
task, in the second example, the SA method is egpppb solve the classical Travelling Salesman
Problem The shortest paths between Latvian towmsalculated (TSP-26).

Section 5deals with practical task solving - bankruptcyadahalysis. The objective of the task is
to determine the financial state of a company (ba#ptkor non-bankrupt).

Bankruptcy diagnostics is a directed financial gsial system whose area is crisis situation
control at the enterprises. In the analysis of ge@eral financial situation of the company a
separate group of financial ratios is formed, usitgch it is possible to reason about the threat of
bankruptcy.

Two basic approaches to bankruptcy prediction asmngonly distinguished. The first
approach is based on financial data and comprisesking with different ratios including
extremely popular Altaian's Z-score, Taffler's dmeénts, etc., as well as "an ability to read the
balance sheet". The second approach uses therdankrupt companies that were then compared
to the data of the company under consideration.

The aim of the experiment was to compare diffeteshniques used in the bankrupt data
analysis and evaluate the results. For the purpdsexperiments, balance sheet data of 63
companies were used (46 - bankruptcy and 17 - aok#optcy). It was decided to calculate the
following financial ratios on the basis of the datailable and further use them in all the
experiments:

* R2: Cash Flow / Current Liabilities;

R3: Cash Flow / Total Assets;

R7: Current Assets / Current Liabilities;

R9: Current Assets / Total Assets;

R31: Working capital / Total assets.
The first employed method was the multivariate mnsmant analysi§SMDA). To accomplish
the MDA, the SPSS statistical package was usedr@sdts of discriminant analysis are shown in
Table 3.

Table 3

Discriminant analysis classification results

"__ [ Predicted Group ]
Membership |  Total :
L Bankrupt| 0 T |
Original Count 0 39 1 46 |
L33 17|

Yo 0 84.8 15.2 100.0
ST . 76.5 100.0 ‘

As a result, 82.5% of original grouped cases wissdied correctly. Misclassifit
cases were: 14, 26,28,35, 36, 37,41, 58, 59, @D6an



For the second approach, the author suggested ooge of pattern recognition methods -
the method of potential functions - to test theuagstion whether this method can be applied in
bankruptcy diagnostics tasks. The algorithm of plgential function method is based on the
hypothesis about the function character that ségmraets according to different classes of
patterns. For the purpose of experiments, thistionavas used as a potential function:

pR)=-—2

1+ aR?

wherea - learning parameter;
R - the distance of the point where the potemiahlculated from the point of learning set;
/- the value of potential that is assigned to th@tio the process of learning (weight).

In the first part of the experiment, the effectleérning parameter on the duration of
learning (epochs) was examined. As a learningtBetbankruptcy data were used. A sample of
bankruptcy data on the same company served as @attes Learning parametewaried within the
limits [0.1, 2.0]. Learning results are given inbl@4 and Figure 10.

Table 4

Experimental results (learning parameter a and rurabepochs)

¢ (01 |02 |03 |04 |05 |06 (0.7 |08 |09 (1011 | 12{13 |14 |15 |16 |17 (18 |19 |20
Ep. [5203/1477|674|371|238|166 (173|142 (117 |91 |g4 | 84|60 |59 |62 |36 |49 |30 |25 |25
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Figure 10. Graph of parameter dependence on thé&uaf epochs

By analysing the results of learning, one can amtelthat the algorithm converges at all
the a values assigned but the number of learninlgsyoes down as a value increases.

In the second part of the experiment, testing amalyais of learning algorithm execution
depending on the value of potentia),were performed. It was found that after the leagrtine
points of the given test set were identified cailygd.e., A values calculated in the course of
learning enabled one to correctly determine theutingata class: bankrupt or non-bankrupt.
However, taking into account that the MDA methodrectly classifies the input data in 82.5%
cases only,a question arises-which points of tamlag data faced identification problems? After
the application of potential functions in the altfam,the initialA values are equal to 0.If a point is
not classified correctly during learning, the vabfghat parameted, is increased by 1. As a result



of the experiment it was found that in bankrupteyadset there were 7 points for which correction
of parameteX was performed most frequently during learning.

Table 5 represents these points and die numbesrodations performed at different a values.
Note that at the remainirggvalues the situation does not change essentiatlg.cbrrespondence is
shown graphically in Figure 11.

Table 5

Experimental results (misclassified cases dmérameter)

la=03] Cases | & [LI'_!J_45 Cases | A | |a=05]|Cases| 3 |
| 4 | 2490 | | 4 | 148 | 4 | 92

EETE_"?H_; ;_E'"'f"{sé'"", 8 [ 94 |

_ 14 | 357 | 14 | 206 | 14 | 168 |

%6 | 393 | 26 | 212 | | 26 | 112 |

37 | 424 | 37 | 228 | | 37 | 140 |

50 | 482 | 50 | 265 | | 50 | 165 |

9 104 | 5% 1 60 50 1 39 |

300

Count

200 4

100 =

Figure 11. Misclassified cases dependence on thet @ parameteX

So, for the case of potential functions the misifaesl cases at the above bankruptcy data are
4, 8, 14, 26, 37, 50, and 59. It can be seen tiatethod of potential functions like MDA is
unable to correctly classify cases 14, 26, 37 addn¥oreover other points also appear that are
different as compared to MDA.

Hence, a conclusion can be made that potentiatibmenethod can be used for bankruptcy
data analysis. However, one has to be carefulterpreting the results. To demonstrate the third
method application in bankruptcy data analysisriberal network approach was used. The neural
network approach to bankruptcy prediction becanteemely popular in the nineties of the past
century. Since 1990 research on neural networkicgimn in bankrupt analysis has been
performed periodically. Odom and Sharda were onthase who first employed neural network
techniques in bankruptcy analysis. In the inputtieé network, Airman's Z-scores about 128
companies were used. It was shown that the neetalonk approach yielded better results than
MDA.

Tarn and Kiang have compared different technigpgdied in bankruptcy diagnostics (MDA,
LA, ID3, single layer network, and multilayer netskpand have shown that in the ,one-



year-ahead" data the multilayer network was mdstefe whereas in the "two-year-ahead" data the LA
method proved to be most effective.

By analysing the NN network application in bankoyptnalysis, these conclusions were made:

» neural networks ensure approximately 90% accura@pmpared to the 80-85% accuracy of

other methods (MDA, LA, and ID3);

» bankruptcy can be predicted several years beftr@pipens, the accuracy of prediction being

practically the same for the "one-year-ahead" @atifor the "two-year-ahead".

In bankruptcy analysis, preference is mainly git@mmultilayer network (MLP) with error back
propagation learning. Formally speaking, bankruptegliction task practically does not differ frohat of
classical pattern recognition, financial ratios #evarded to the network input, etwork learning is
accomplished, and the hidden units are employedhdnnetwork output there re only two states:
bankrupt or non-bankrupt. General scheme of theamktthat will be used in le experiments from now
onwards is shown in Figure 12.

OUTPUT

HIDDEN
LAYER

I I I
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Figure 12. Multilayer feedforward neural network-3-architecture

The input nodes represent the financial ratiosttf&model will use to predict bankruptcy. The réaay

and momentum rates define the rate and accurabywhiich the backpropagation algorithm converges
on the error minimization solution. Larger numideranomentum are used to achieve faster convergence
but run the risk of skipping over the optimal swoint The parameters were arrived at after extensive
experiments.

In the first part of the experiment, the dependesfaie learning quality on o value was tested. The
given experimental model has shown that at the laesawithin 0.8 the following occurs: the
algorithm either does not converge or else cometivork learning does not happen. Valid learning
results were obtained@t= 0.8 anda =0.9.

In the second part of the experiment, the deperdehlearning quality on the slope of the tanh
activation function -4 0 [0.1; 1] was examined. As a result of the expenisieit was found that
acceptable learning quality was achieved at spgtialues only. Table 6 shows the most significant
results and misclassified cases.



Table 6
Experimental results (parameter and its misclassified cases)

Parameter | Parameter | Epochs Number of Cases
o B misclassified cases
«=038 =08 41 9 14,26.36,37.41 58,59.60 62
=09 889 6 37,50,58,59,60,62
a=09 8=03 46 g 14,26,35,36,37.41,58,59.62
| B=09 | 1489 7 37,50,58.59,60,62,63 |

In Figure 13 (a) and (b) error graphs for (3 =&n8 p = 0.9 are shown. All the results on the
misclassified cases of the methods employed arensuised in Table 7.
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Figure 13. Error graph for p = 0.8 (a) and p =@

Table 7
Summary table showing the used methods and misitdalssases
Method | Parameters Misclassified cases
MDA | 14 126 (28 135 [36 |37 |4 58 159 |60 |62
" Potential 4 18 (141326 37 50 59
NN-1 |88 F=08 14 126 36 |37 | 41 58 )59 ]e60 (62| |
NN-2 |o~08p=09 37 50 {58 [s9 |60 [62 ]
NN-3 | a=09,p=08 14 | 26 35 [ 36 |37 | 41 58 | 59 62
MNN-4 | «=09§=09 37 150 |58 | 39 160 | 62 | 63

From Table 7 it can be seen that for the specHitkbuptcy data sample, all the methods are
unable to classify data vectors 37 and 59. Calicah absolute numbers, we obtain that NN-2
correctly classified 90.5% cases, the potentiatfiom method and NN-4 - 89% cases, NN-1 and
NN-3 - 85.7%, MDA - 82.5%. It can be concluded tlat the given data sample the neural
network method performs bankruptcy data classificatmore effectively, which actually
corresponds to the conclusions made about thetsemthieved by Tam and Kiang.

Section provides conclusions about neural network potétéa as applied to data analysis tasks.
Chapter 4 studies possibilities of different clustering madk in data analysis.



Section Ipresents task statement, it is formulated asvi@ldro examine possibilities of different
clustering methods and discover their ability torast IF-THEN rules.

Section 2continues a survey of popular clustering algorghimat are employed in data analysis.
Among hierarchical clustering algorithms, the taxmry algorithm FOREL has received special
recognition. That is why the essence of the alboritand its operation principle are analysed
using an example from the IRIS database.

Recently, wide attention has been paid to a newteting algorithm - grid clustering. The
conventional cluster algorithms calculate a distabased on a similarity metric (Euclidean etc.)
between cluster centres The patterns are clustaraarding to the resulting similarity index. The
grid clustering algorithm differs from the convemtal cluster algorithms in that it organises not
the patterns but the value space, which surroundspatterns. To organise the value space, a
variation of the multidimensional data structuretloé grid file is used, which is called "grid
structure". The patterns are treated as pointeerdtdimensional value space and are inserted at
random into the grid structure. The points areestarccording to their pattern values. The grid
structure partitions the value space and admiméstrdahe points by a set of surrounding
rectangular shaped blocks.

The section also presents the grid clustering dlgorand a case study as well as considers
another clustering methodsubtractive clustering that is based on density measure of the data
points in the feature space. The idea is to firglores in the feature space with high densities of
data points. The point with the highest numberafhbours is selected as a centre for a cluster.
The data points within a prespecified, fuzzy radare then removed (subtracted), and the
algorithm looks for a new point with the highestmher of neighbours. This continues until all
data points are examined. In what follows, densigasure of data points is defined and execution
principle of the algorithm is outlined. To demomsér its execution, experimental data set was
used.

Section 3focuses on fuzzy clustering. It is reasonable dsume that points between the two
cluster centres have a gradual membership in Hoters. The fuzzy c-means algorithm allows
each data point to belong to a cluster to a degpeeified by a membership grade, and thus each
point may belong to several clusters.

The fuzzy c-meanalgorithm (FCM) partitions a collection of K dataipts specified by tri-
dimensional vectors u(k=l,2,..., K) into ¢ fuzzy clusters, and findscéuster centre in each,
minimising the objective function. Fuzzy c-meanslifferent from hard c-means, mainly because it
employsfuzzy partitioningyhere a point can belong to several clusters vighnhembership values
of the data points to the clusters. To accommottegduzzy partitioning, the membership matrix M
is allowed to have elements in the range [0, 1hTiotembership of data points in all clusters has to
possess the following feature. The sum of elemeh#&ny column has to be aqual to 1, the sum of
all elements must be equal to K and the objectimetion is set as follows:

C e K
IM,C;, €)= D3, = 3 > My,
i=j i=1 k=1 (2)

where my is the membership between 0 and 1;
G is the centre of fuzzy cluster i;

di=|u, —¢;| is the Euclidean distance of the k-th point frthw i-th cluster centre;
g O () is a weighting exponent.

c = Z::]_ mqk uk
B
and m, = 1 (4)

- n 2/a1)
= d,

There are two necessary conditions for J to reanimamum:

®3)




Jang J S. has proposed the FCM algorithm whichrmiétes the cluster centres and the
membership matrix M using the following steps:

(2) Initialise the membership matrix M with random \edlbetween 0 and 1.

(2) Calculate cluster centres(cl,2,.., c) using (3).

(3) Compute the objective function according to (2pg5if either it is below a certain
threshold level or its improvement over the presiateration is below a certain
tolerance.

(4) Compute a new M using (4).

(5) Go to step 2.

The cluster centres can alternatively be initigligest, before carrying out the iterative
procedure. The algorithm may not converge to ammaph solution and the performance depends
on the initial cluster centres, just as in the adfste hard c-means algorithm.

In what follows the FCM algorithm is illustratedtiviexperimental data set.

Section 4considers rule extraction using fuzzy clusteridgre an attempt is made to extend the
application area of the FCM algorithm and to obtamregularities that characterise the data in the
form of rules.

Membership functions are commonly represented thighhelp of linguistic variables, which
helps interpret fuzzy systems easier. Such notsihggh, lawor mediumcan well characterise the
state of unidimensional objects. Instead, in cdsedtidimensional objects it turns to be not so
easy. To describe a fuzzy classification probleme, following assumptions are made. Assume,
there exist p variables xx,..., %, which are defined in the interval X [, b], & < bb. The final
class set C is given for which the following distriion is valid:

Class: X X X2 X ... X X, — C.

The objective is to find a classifier that couldivso classification problem. The fuzzy

classifier is based on the set of final rules Rvbich the following holds:

R: If xiis x$ and ... and xis ¢ Then class is €

where GC. The 4Y are assumed to be fuzzy sets iniX. u8: X; —[0,1]. Fuzzy setsu$ are
directly included in the rule. In real-world sitiats they can be replaced by the corresponding
linguistic variables.

In solving many practical applications, the infotina necessary for the development and
implementation of a fuzzy system can be divided ihwvo kinds: numerical (the result of
measurements) and linguistic (obtained from exjpelost of fuzzy systems are implemented
using the second kind of knowledge, which is comipoepresented in the form of a fuzzy rule
base. It should be noted that in the cases wherzzy fsystem with the numerical data has to be
developed, certain important problems appear.

Let us assume for clearness that a fuzzy systemtwi inputs (input signals) and one output
is being constructed. Thus the following form airi@ng data is required:

(xa(i),x2(1),d(i)),i =1,2,...
where %(i) and %(i) denote the incoming data but d(i) is the expdaiutput. The task of the
system is to form fuzzy rules so that possibly bestlt would be obtained on the output. The task
stated can be accomplished in five stages.
Stage 1. Separation of input and output data. Actually, thi@eimal and maximal values of the
input data are known, so intervals are determimedhich the allowable values are located:

[x;,%'],[X;,%x;] and [d™,d"] . Each of the intervals is divided into (2N+1)saFor particular

interval parts linguistic variables can be set,éwample, $(small N),..., $ (small 1), M (middle),
L, (large 1),..., k(large N) and their membership functions can berdehed. Figure 14 shows an
example of similar distribution, where the domairsignal x is



divided into 5 subintervals (N=2), the domain ajrsl x, is divided into 7 subintervalN=3) but
the domain of the output signal is partitioned iGtsubintervals (N=2).
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Figure 14. Partition of input and output data imie@rvals and corresponding membership
functions

Stage 2. Construction of fuzzy rules using learning datia Aethis stage, membership degrees of
learning data (i), x2(i)) and d(i) have to be determined for each ofglkected domains. This is
expressed usmg the values of membershlp functfemrsexample, in Figure 14 the membershlp
degree of ¥l) in domain Ly is 0.8, in domain - 0.2; membership in other domains is O.

Similarly, the membership degree of%) in domain M is 1, whereas its membership ireoth
domains is 0. in the same way we will ascri@)xX(i) and d(i) to those domains where they
have maximal membership degrees. Say, xi(l) hasimexmembership degree in domain L
whereas ¥2) in domain M. Thus for each pair of learning al@ single rule can be set, for
example, in this way:

(xa(l).x2(1);d(1)) —
{Xx1()[max:0.8 in domain ], X»(l)[max:0.6 in domain g§; d(I)[max:0.9 in domain M]}»
RY: If (x1is Ly and % is S) Then y is M.

Stage 3. Determination of confidence degree for each rilileaking into account that a lot of
learning data pairs exist and for each of thenmglsirule can be generated, a possibility exisds th
the rules might be inconsistent. This relates ®rles having the same condition, but different
conclusions. One of possible solutions of thisopgm might be assigning the confidence degree to
each rule with a view to further choose the rulthvthe highest confidence degree. As a result, not
only the problem of rule contradiction would bev&sl but also the total number of rules would
decrease essentially.

For the rule in the form R: If ¢xis A; and % is A;) Then (y is B) the confidence degree will

be defined as follows:
SAR) = p, (%) Cla, (X,) s (Y)-
Stage 4. Formation of fuzzy rule base. TH:RF (x1 is Ly AND x,is S) THEN y is M,

e principle of fuzzy rule formation is shown in Eig 15.
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Figure 15. Formation of fuzzy rule base

The rule base is set in the form of a table, wisctompleted with rules as follows, if a rule is
given in the form
R IF (x1is L1 AND X2 is §) THEN y is M,

the value of a fuzzy set that is contained in tlneT part of the rule, i.e. the value M in this
example, is recorded at the point of intersectiboabumn Ly and row $. In case if various rules
with the same condition exist, a rule with the leigihconfidence degree is selected of them.

Stage 5. Defuzzification. At this stage, mapping f1{%) —S/ , Where§/ is the output value of the
fuzzy system, has to be derived using the obtaikeowledge base. The defuzzification is
considered completed if a specific value for eanfulistic variable is obtained. To accomplish

that, the activity degree of the k-th rule is cébed using this formula:
r = ,UAlm (%) ulAém (X,)

Actually, it is determined which of the obtainedesiis more active for the specified input data
vector.

Rule R from the above-mentioned example has the actilégreer ” = £ (x,) Q4 (%,)

Now, a method of gravity centre determination, safuzzification by the gravity centre method
(COGS- Centre of Gravity for Singletoran be employed to calculate the output vajue

N
— (k)
Sry

Ny — k=1
Y="FwN—

r®

After all the five stages have been completed ssfably, a fuzzy rule base can be considered
generated.

A well-known IRIS database was selected to perfexperiments. The objective of the
experiments was:
1) To acquire rules from the IRIS database using &l Rlgorithm;
2) To ascertain the effect of membership function nemdn the count of acquired rules.
3) To check the quality of the rules obtained.

In the first part of the experiments, three memiigrsunctions were calculated for three
clusters. Four rules were acquired for Class Eehules - for Class 2 and 11 rules for Class 8. Th
rules are shown in Table 8.



Table 8
Rules derived from the IRIS database

Rule | if X1 is MFI to degree 0 75 and X2 is MF2 1o degree 0 87 and X3 is MFI to degree 0 92 and X4 13 MF 1
1o degree | then Class | to degree 0.57
Rule 20 i X1 is MF1 o degree 0.94 and X2 18 MF 1 to degree (.88 and X3 15 MF1 to degree 0.95 and X4 15 MFI
to degree 0.92 then Class | to degree 0.68 o I
| Rule 3 1f X1 is MF2 w degree 0.67 and X2 is MF1 to degree 0,58 and X3 is MF2 1o degree 068 and X4 1s MF2
to degrec 0,67 then Class 2 o degree 0,17
Rule 4.1 X1 is MF1 1o degiee 0.67 and X2 is MF1 1o degree 0.75 and X3 is MF2 10 degree (.58 and X4 is MF]
10 degree 0.54 then Class 2 1o degree 015
Rube 5 if X1 is MF2 to degree 0.36 and X2 i MF2 w degree 0 54 and X3 is MF2 to degree 0.63 and X4 is MF2
o degree 0.63 then Class 2 to degree 0 |1
| Rufe 6:1f X[ 18 MFI 0 degree 0.80 and X2 15 MF1 1o degree [ and X3 13 MF1 to degree 0 58 and X4 is MFI w
degree 0,63 then Class 2 to degree .28
Rule 7-if X1 1s MF2 to degree 00,56 and X215 MF1 1o degree 0,88 and X3 1s MF2 to degree (1.58 and X4 is MFI
to degree 9,5 then Class 210 degree 0.13
Kule 8: if X1 15 MF1 to degree 0.75 and X7 is MF! 10 degree (.71 and X3 is MF] to degree 0.51 and X4 is MF2
to degree .54 then Class 2 to degree 0,14
Rule' @ 1f X1 15 MF1 1o degree 0.53 and X2 is MF| to degree 0.7} and X3 is MF2 to degree 0.6% and X4 15 MF2
1o degree 0.63 than Class 2 1o degree 0,13
Rule 10:if X1 15 MF1 1o degree 0.53 and X2 15 MF2 10 degree 0,38 and X3 s MF2 10 degree 0.59 and X4 15
| MF2io degree 0.6] then Class 2 to degree 0.11
Rule 11:iE X1 iz MF2 1o degree 0.94 and X2 is MF2 to degree 0.75 and X3 is MF2 10 degree 0,97 and X4 15
MF2 10 degree 0.88 then Class 3 to degree 0.57
Rule 12: if X1 is MF1 1o depree 0.83 and X2 is MF1 1o degree 0.79 and X3 is MF2 to degree 0.59 and X4 is
- MF2 o degree 0,67 then Class 3 1o degree 0,15
Rulz 13 4f %1 is MF2 o degres 094 and X2 1z MF! (o degree 0.75 and X3 is MF2 to degree | and X4 is MF2 10
degree 0.92 then Class 3 10 degree .62

In the second part of experiments, different ihi&@ues of membership functions were
selected and rule extraction was performed (seer&ig6 and Table 9).

Rule count dependence on

Count of rules
-
[=]

0 2 4 8 8
Count of membership functions

Figure 16. Graph of rule count dependence on thataaf membership functions



Table 9
Dependence of the obtained rule number on the count
of initially set membership functions

Number of member ships Class1 Class?2 Class3 Count
2 2 8 3 13
3 4 3 11 18
4 7 11 13 31
5 13 16 18 47
6 21 19 22 62

Section 5provides conclusions regarding clustering algamithpplications. These algorithms are
mainly intended for multidimensional statisticatal@rocessing when the data are specified in the
form of a tableobject-feature.They enable one to group objects in certain granpshich the
objects are connected with each other accordimgctertain condition. No matter how these groups
are called - taxons, clusters or classes; the thang is that they sufficiently accurately represen
the features of the objects.

Chapter 5 considers neural network methods with relationtite process of conditional rule
extraction.
Section Icontains problem statement and analysis of ttaag@lresearch. Using the neural network
technique it is possible to broaden the class bfabte tasks thus extending the potentialities of
neural networks. Popular have become the ruleshilgtread symbolic or linguistic information
from artificial neural networks. A direct way of meerting neural to symbolic knowledge is
through rule extraction. This process providesmatéd form of an explanation facility of how a
neural network may classify any given input patté&uole extraction is a process that discovers the
hyperplane positions of the input-to-hidden unitel &he hidden-to-output units of a neural
network. These positions are then formulated aSHEN rules with the most important input unit
labels acting as the rule antecedents. The disgmfethe hyperplane positions can be found by a
number of techniques that analyse the weights @b of the neural network.

Rule extraction can be carried out using a vardtgeural network types such as multilayer
perceptions, Kohonen networks, radial basis functi@tworks and recurrent networks. Rule
extraction process in a common case is shown iar&igy7.

C_m.yﬁm Convertad into
Neural Natwork NN parameters  boundanes expressed rube-base
a5 niles
"
f AN o \'-l A m»ghh ‘
% e
/ : Thrn!lloid.*-‘
‘|
———
| Analysis ‘[—"‘-_.
E algorithm

— ]

Figure 17. Rule extraction proc



In what follows, a number of approaches to ruleraotion from neural networks are
outlined: VIA, N-of-M, and KBAN. The advantages mfle extraction from neural networks can
be summarized as follows:

* The knowledge learned by a neural network is gdiyedéficult to understand for humans.
The provision of a mechanism that can interpretrtégvork input/output mappings in the
form of rules would be very useful.

» Deficiencies in the original training set may bentfied. Thus the generalization of the
network may be improved by the addition/enhancemémiew classes. The identification of
superfluous network parameters for removal wouso @nhance network performance.

* Analysis of previously unknown relationships in tth@ta. This feature has a huge potential
for knowledge discovery or data mining and possies may exist for scientific induction.

Section 2examines the applicability of neural networks uerextraction. Typical networks have
hundreds or thousands of real-valued parameterssellparameters encode the relationships
between the input features, x and the target valudjthough parameter encodings of this type
are not hard to understand, a great number of peasin the typical network can make the task
of understanding them very difficult. Moreover, multilayer networks these parameters may
represent varied relationships between the inpatufes and the target values. In this case it is
usually not possible to determine the effect ofiaerny feature on the target value, because this
effect may be mediated by the values of other featu

These relationships are represented by the hiddéas in a network, which combine the
inputs of multiple features, thus allowing the miodetake advantage of dependencies among the
features. A hypothesis was stated that using elesredrthe hidden layer can help characterise the
interrelation among the input data.

Section 3deals with the methodology of rule extraction fr&BF networks. The nature of RBF
networks makes them a suitable tool for rule exiwacprocess. Section 3 of Chapter 3 described
the general RBF network learning scheme. It was alsown that RBF network learning is
normally undertaken as a two-stage process. Thediiage consists of an unsupervised process in
which the RBF centres (hidden units) are positioridte second stage of learning involves the
calculation of the hidden unit to output unit weighand output response. The radial basis
functions are implemented by kernel functions ia tiidden layer, which operate over a localized
area of input space. The effective range of thadlsris determined by the values allocated to the
centre and the width of the radial basis functids. was already mentioned, this is Gaussian
function that is most frequently employed as adasiction. It is represented as

Z,(x) = exp(—@ . %)

The response of the output unit is calculated usgation: 3
y=2WZ(x), (6)
j=1
where: W - weight matrix;
Z - hidden units activations;
X - input vectors;
u - centre of basis function;
o - width of receptive field.

Later the RBF network will be used in the contekrue extraction. The following hidden
element's feature will be used for rule extractiafter training, each hidden element actually
represents a single class of elements. The lodatenaf each RBF hidden unit enables a simple
translation into a single rule:

IF Featureis TRUE AND
IF Featureis TRUE AND



IF Featurgis TRUE THEN Clasg
where aFeatureis composed of upper and lower bounds calculatetthdRBF centr@,, positions,
RBF widthc and feature steepness S. The value of the steepassdiscovered empirically to be
about 0.6 and is related to the value of the wttameter. The values pfandc are determined
by the RBF training algorithm. The upper and loweunds are calculated as follows:
Xiower = Wi-6i + S un )Spper: Wi +oi-S. (7)

The RBF rule extraction algorithm RULEX can be sigeRigure 18:

Input: Hidden weights p {centre positions)

Gawssian radius spread o

Sicepness S
Cutput: One ruie per hidden unjt 3
Procedure:  Train RBF network on data set

For each hidden unit:
For each
Kiower™ Li-at 5
Xupper“ Wi+ - S
Build rule by:
antecedent={ Xiwe, Xupper]
Join antecedents with AND
Add ctass label
Write rule

Figure 18. Rule extraction algorithm

Below an example is given to help understand thecqpe of rule extraction. For
demonstration purposes, a two dimensional datvagemployed, which is shown in Table 10.

Table 10
Experimental data
1|1 2| 3| 4| 5| 6| 7| 8| 9] 10| 11| 12| 13| 14
X, 10 6| 4| 8| 8| 4| 9| 1
Xy 4| 1| 6 5/ 5| 3| 6| 3 1| 6

By using the RBF training algorithm, we derive twtusters and their centres in three
iterations (see Figure 19).

As a result, the following weight vectors were am¢al: 1,=(-0.73; 0.26) an@,=(0.97;-0.35).

There were also derived radius valugs= 1.07 ando? = 1.04 corresponding to the clusters.

At the second stage of learning, radial functionsl aetwork output were calculated by
formulae (5) and (6). In this case RBF networkassidered trained.

x ?.J A

J{
[ ex
\.‘ : :/:r

.
1w
N T

Figure 19. Two clusters with centre at poir-0.73; 0.26) and (0.9-0.35



Further RULEX algorithm execution yields valueg% and X,ppercalculated by formula
(3) for each cluster.

Class1. X iowem -0 73-103 + 0.6= - 1.16; Xouer= 0.26 - 1.03 +0.6 = -0.17;
Xy yppe= -0.73+1.03-0.6 =-0.3;  2Xpper 0.26 + 1.03 - 0.6 = 0.69.

Class 2.  Xiower= 0.97-1.01+0.6=0.56;  2Xwer= -0.35 - 1.01 +0.6= -0.76;
X1 uppe= 0.97+ 1.01-0.6= 1.38;  ,Xppe=-0.35+1.01 -0.6 = 0.06.

Thus, for each hidden unit that represents thes eleshave derived the following rules:
IF (x1>-1.16 AND<-0.3) AND IF (%> -0.17 AND< 0.69) THEN CLASS 1.
IF (x1> 0.56 AND< 1.38) AND IF (%> - 0.76 AND< 0.06) THEN CLASS 2.

By analyzing the input data, one can conclude that:

» at steepness value=0.6, the extracted rules emshedescribe 12 input vectors out of 14
(86% errors),

» at steepness value=0.2, the extracted rules emshedescribe 9 input vectors out of 14
(64% errors), and

 at steepness value=0, the extracted rules errolyegescribe 4 input vectors out of 14 (28%
errors). (Points 3, 6, 12 and 13 in Figure 19).

The rules extracted in this case look as follows:

IF (x, >- 1.76 AND<0.3) AND IF(% >-0.77 AND<1.29) THEN CLASS 1.
IF (x;>-0.04 AND<1.98) AND IF (% >-1.36 AND< 0.66) THEN CLASS 2.

Regions of rules are represented in Figure 20.

o
S SN - |

) .bl
Figure 20. Region of rules: steepness=0.6 (a) taepress=0 (b)

A conclusion can be made that the derivation ofemirrules from the trained neural
networks depends on the number of clusters origisat. Actually, the greater number of clusters
is set, the more rules will be extracted.

Then two experiments were made aimed at solvingtioed task with bankruptcy data set
and IRIS database. In the first experiment, barnkyudata described in Section 6 of Chapter 3
were used (46 bankrupt companies and 17 non-bankamppanies), whose data fragment is
shown in Table 11. The objective of the experimeas to extract rules from the bankruptcy data



Table 11
Bankruptcy data fragment

| Bankrup! | | Non-bankrupt |

[ RI|R7 | RS | R31 | | R3 | R7 RO R31 |

(0291751067 0 | [ 00i L’_:.'_ﬂf_'i_'__'___’631'3"—__0"5&":

028 | 1.75 | 065 | nus_‘ [ 004 | 104 | 097 | 0.05 |

037 (277 (038 | 008 005 | 105 | 095 | 004 |

0051131039 00’—[ 045 | 051 | 047 [-0.13 |
| :

Table 12 shows the results obtained in the couirskeoexperiment whereas Table 13 lists
the rules obtained under separate S values (Classtains data on non-bankrupts but Class 2 -
data on bankrupt companies).

Table 12
Results of bankruptcy data set training
“Values of parameter S
Cotrect 09 . 0 0.1 0.2 03 04 | 05 | 06
Class 1§ 15 | 2 20 T TN ) U T (O S0 1
Class 2 _-ﬂ.fl. 44 44 44 44 44 44 | 44
% 1937 .. | 889 | €57 | B4 | 794 | 778 714 | 698
Table 13

Bankruptcy data set: characteristics of the extéhatiles

Parameter S= 0.9 [ Parameter S= 1.4
Values of centres and radii | Class = 0.03 135 ¢.74 .01 P Clasg 1= 003 1.25 0.4 001 i
Class 2= 0.{3 LB6 §.59 0.10 Clazs 2= $.13 i.86 039 010
Values of radii = .68 192 Values of radli =~ 068 393 ]
Rules correctly describe 937 T7.8.
glemems of ciasses (M) B |
IF (X12= 154 AND =< 1 61 ] AND | IF (K== -0.24 AND < (.31 ) AND
IF{X2>= 033 AND <283) AND | IF{X2>= 05T AND < 1.53) AND
Rule of Class 1 IF (X3=>= -0.84 AND = 2.32) AND | IF {X3>= 046 AND < [.02) AND
IF (Xd>= .1.57 AND < 1.59) IF{Xd>= 027 AND =029}
THEN NMON-BANKRLUFT THEN NON-BANKRUFT
IF (XI>= 469 AND < 4.95 3 AN | [IF (XI>= -3.3% AND < 365 ) AND
P {X2»= 297 AND < €.68) ANDY | [F (X3== 147 AND < 538} AND
Ruole of Class 2 TF {X3»== 423 ANDO < 5417 AND | 3F (X3>= 283 AND < 4.11) AND
IE (X8>~ 4.72 ANIY < 4.93) IF (X4>= -3.42 AND < 3.63)
THEM BANKRUPT THEN BANKRUPT

From Table 12 it can be seen that the rules oldatoerectly describe bankruptcy data (44
out of 46) within the whole domain of parametei.&,, it can be stated that bankruptcy data are
located in a fairly compact class.

In the second experiment, the 'R1S database wasogetpthat contained three flower
classes of 50 elements easbtosa, versicoloandvirginica. Every flower has 4 attributes: SL-
sepal length, SW-sepal width, PL-petal length a-getal width. Table 14 shows data
fragments of each class.



Table 14
IRIS data fragment

I Setosa ] [ Versicolor —_1' | Virginica _1
[ sLTswTel TPw] [ SLTSwT P TPW SL_TSW [ PL [ PW
(ST |35Tiajoz] [70[32[47]14 | 63 133 160 |25 |
49 |30 |18 02| (643245 15| [58|27 |51 19]
|_.'.1_? 132 | 13 102 | 165 ) 3.1 ] 44 15 | AN -"‘-f_’_| 39 | 21 |
[ 46 [ 3.4 [ 1.5 ] 02 { 5512340 13 | |63 |29 [ 56| LS
- R B -I_ R l ] [ e =r !

The tasks of the experiment were as follows:
1. To accomplish network training by the RULEX aitfum at different training sets, namely:
o Training set A - first 25 elements of every class,
o Training set B - arbitrary 20 elements of everyssla
o Training set C - all 50 elements of every class.
2.To examine the effect of parameter S on theityuaf extracted rules.
For example in case B, 20 elements arbitrarily ciete from every class were employed as a
training set. Table 15 shows the rules extractatifigrent S values, but Table 16 demonstrates the
results of the experiment.
Table 15
Training set B: characteristics of the extractddsu

T Pammeter§=05 |

j Values of centres and radi | Class 1= 5.04 345 149 025 i Class | = 504 3.4 0.25 |

{ | Clags = S99 2TF 4.3% 1.35 i Class 2= 599 277 432 1.35 i

! Clasg 3 6,54 295 544 194 i Class 3= 654 295 544 1.94 }

i .| Valesofradii~ 019 043 0.73 | Valuesoftadii= 0.19 043 073 |
|

Rules correctly describe | 98 67 42 67
i A L e e et
Radle of Class | IF'IF (Xiz== 395 AND <613 ) AN | IF (XT>— 485 AND <521 ) AND |
IF (X2>= 236 AND < 4.54) AND | [F (X2>= 336 AND < 3.64) AND
[ 1F (3= 040 AND < 2.59) AND | IF (X3~ 130 AND < | 69) AND |

| IF{X4>= -0.84 AND < 1.3 | IF{X4>= [0L0& AND < 0.44)
. | THENSETOSA | THENSETOSA

CIF (X1>= 466 AND <732 ) AND | IF (X1>= 5.56 AND < 6.42 ) AND |
| IF (X2>= 144 AND < 4.10) AND | IF (X2>= 234 AND < 3.20) AND |
, IF (X3>= 299 AND < 365) AND | IF (X3>= 389 AND < 4.73) AND |
' | IF (d>= 081 AND <2.68) IF(X4== 091 AND<178) !
| | THEN VERSICOLOR | THENVERSICOLOR |
| Rule of Class 3 IF(Xl>= 491 AND<B17)AND § [F{XI> 38&LAND < 7.27) AND
|

|

Rule of Class 2

| IF (X2>= 1.33 AND < 4 58) AND | IF (X2>= 2.23 AND < 3 68) AND

[IF (X3>= 381 AND < 7.06) AND | IF {X3>= 4701 AND = 6.16) AND

[ IE(X4>= (.31 AND<3.57) IF(X4>= 121 AND <267
D L THENVIRGINICA | THEN VIRGINICA =~

Table 16
Training set B: characteristics of the extractddsu

Values of patameter 5

Corect ] 05 | 0.8) 07| 46 1-051 04039201l o [o1To2]o03Toe
Closs 1} 49 | 49 | 48 | 48 | 45 | 40 | 39 | 27 [ 14 ] 9 2 0 o 0
Clags2 ] 50 | 49 | 49 | 48 4 45 | 44 | a0 | 35 | 28 | 20 | 10 | 3 0 0|
Class3 ] 49 | 49 148 {747 [ 45 [ a3 T aa [ 42 U3 T35 | 2 | 231 16 [ o}
T % 9871 98 19671953 30 [ 847 18131 70 ] 54 {427 ] 2730 173107 o )




The data obtained prove that parameter S playssaengal role in the application of the
RULEX algorithm: the greater the negative valueSfthe more the lower boundary of rule
performance range, e, decreases at the same time raising the upperdboynX,pper, Of the
range. That causes the enlargement of the clustariding antecedent part and thus increases the
value of the area in which the extracted rule iSlked. This effect is illustrated with Figure 21.

P
(ws

Figure 21. The effect of parameter S increase/dsere

For training sets A, B, and C, the dependence eofttital count of elements, correctly
describing rules, on parameter S is shown in Tabland represented as a graph in Figure 22.

Table 17
The dependence of the total count (%) of rule saig elements on S
{ B B Values of parameter § ]
| % lo9f 08|07 06]-05]04]-03[-02/-010] 0o [o01]o02] 03
A ] 1601993 {0931 987 973 1 6 |.9T | St ) oG Lo%3 lMeT] 33
B Io87 | 98 T9671953 9 [ w47 | 831 70 | 54 | 4371273 173 | 107
T | 100 987 [ 987 | 973 [ 973 | 927 | 873 | 84 | 70.7 | 587 | 473 | 34.7 | 233

08 08 07 06 05 04 03 02 01 0 o1 02 03
Parameter S

o

e — e —_—

Figure 22. Dependence of the count (%) of elememtiectly describing rules on
parameter S

Section4 presents conclusions on the suitableness oeritaction from neural networks.
Conclusion examines the results of the doctoral thesis atithes suggestions for future research.

Appendix outlines the authors developed software for maldrgeriments aimed at association

rule extraction from statistical data. To write theftware, theMatlab programme package was
used.



MAJOR FINDINGS OF THE RESEARCH

The main goal of the doctoral thesis was to studg aevelop methods for creating
conditional rules that are based on three ruleaetitn techniques.

Major findings of the research can be summarised as follows:

(1)  Studying possibilities of artificial neural meirks
-neural network functioning is examined using aahbdasis function network;

-the RBF network learning algorithm is analysed witishfocus on the first stage of learning, i.e.
clustering

-neural network application possibilities in pattem@cognition and optimisation tasks are
considered;

-experiments are performed to show neural netwogkiaion possibilities in different data
analysis tasks;

-analysis of bankruptcy data using different methed®nducted and

0 as a novelty, application of potential function heat is proposed, which provides
good results in bankruptcy data analysing;

0 a neural network architecture with particular |eagnparameters is obtained
experimentally; network operation results at th@sgameters confirm other
researchers' opinion on the effectiveness of neuaetlvork application in
bankruptcy diagnostics.

2 Studying application of clustering methods
-application area of clustering algorithms is stddie
-most typical clustering methods and their potehigs are examined and evaluated;
- choice of clustering methods for modelling reguiesi is validated,;
-a series of experiments aimed to demonstrate theugion of clustering algorithms are
performed.
3 Studying potentialities of fuzzy clustering
-a method of fuzzy rule base extraction from the exical data is developed and discussed;
-as anovelty, application of the fuzzy clustering algbm FCM to rule base extraction is
proposed.
4) Studying methods of conditional rule obtainfrmm neural networks:
-RBF neural network applicability to rule extractifsam the trained neural network is studied;
-a procedure of rule extraction from the RBF nensdivork is developed,;
-the effect of parameter S on the rule quality iarexed;
-the method is applied to solving practical tasks.

(5) Studying application potentialities of assaoc@atanalysis
- basic algorithms for association rule extractiom @iscussed and examined;

-the influence of association rules confidence argpert values on the process of rule
extraction is studied;

- principles and methodology for rule extraction wasociation rule methods are worked out;
software for association rule extraction from tla¢ads written;

-the method is applied to solving practical taskateel to statistical data processing .



In the course of work it was concluded that usifRgTHEN rules enables execution of
classification, pattern recognition, associatiortaobng and other tasks. These methods can be
applied to different data samples. Many clusteraigorithms are mainly employed either
separately or at the stage of neural network legrdata preparation.

The motivation for studying rule extraction methedss the following:

» the amount of multidimensional data to be analysscomes too large for the
potentialities of statistical analysis;

» previously unknown regularities are present indat;

 the regularities found can be represented in athatyis easy to perceive and understand
for the user.

The method of association rule extraction is recemaed for use in the cases when the data
are integers and repeating elements can be obsierteeim.

The RBF network based method and fuzzy rule me#nedquivalent. Their performance can
only be compared upon checking the indices of thitained rule's quality, i.e. upon calculating the
number of elements that correctly describe thesrule

One result of the research was confidence thatreifit rule extraction methods are able to
extract rules from the multidimensional data areséhobtained rules are qualitative.

Future research will be focused on exploring clustering methods anlé extraction from
artificial neural networks.

Of patrticular interest are fuzzy clustering modglswhich clusters have the form of an
ellipse. This enables one to more accurately desalusters and diminish information losses.

It is also planned to continue studying rule extoactechniques from neural networks. Main
attention will be concentrated on RBF neural neksor

Software development intended for the applicatibmute extraction techniques to solving
economic tasks could arouse a practical interest.
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