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GENERAL DESCRIPTION OF WORK 

Nowadays, intelligent data analysis experiences the period of boom. This is mainly due to the 
new idea implementation at the intersection of several research areas such as artificial intelligence, 
statistics, and database methods. Methods of data analysis and automatic processing are treated as 
knowledge discovery. In many cases it is necessary to classify data in some way or find regularities 
in the data. That is why the notion of regularity is becoming more and more important in the 
context of intelligent data processing systems. It is frequently required to ascertain how the data are 
interrelated, how various data differ or agree with each other, and what the measure of their 
comparison is. Intelligent data analysis can also be defined as follows. This is a decision making 
process that is based on finding regularities in the data. The majority of methods of that kind were 
initially developed in the 70s-80s of the past century as a result of studying artificial intelligence 
methods. However, it is only lately that they have been paid great attention due to rapidly 
increasing necessity for data processing. 

The topicality of the research theme under consideration is caused by the fact that in data 
mining industry the results of regularity search are mostly represented using conditional rules in 
the form of IF-THEN statements. Rules of that kind help solve tasks of forecasting, classification, 
pattern recognition, etc. By employing various approaches: clustering algorithms, neural network 
methods, fuzzy rule processing methods, one can obtain the rules that characterise data in a form 
clear to humans, which enables the interpretation of data, finding regularities in them as well 
extracting new data characterising rules from the data. 

The main goal of the research is to study task classes that employ methods of regularity 
obtaining and conditional rule construction and to increase the effectiveness of intelligent data 
processing systems with the aim of finding regularities or rules that characterise them, from 
multidimensional data samples. 

In accordance with the goal stated, the following tasks were specified: 

1) Estimate the present state-of-the-art in artificial neural network application to discovering 
regularities; 

2) Study and compare application possibilities of classical clustering algorithms in modelling 
regularities; 

3) Develop a fuzzy rule implementation model for finding regularities by fuzzy clustering 
methods; 

4) Adapt architectures, methods and algorithms that enable using certain neural network classes 
to extract and process rules; 

5) Perform data analysis using association rule extraction methods. 

The object of the research is various kinds of regularities in the data that can be expressed 
using conditional rules. 

 
The subject of the research is methodologies of data analysis which are employed to obtain 

regularities and/or rules of that kind. 

Research methods 
The research accomplished to achieve the outlined goal includes: 
 
(1)  application of artificial neural network methods to analyse the data obtained; 
 
(2)  using of clustering methods in classification tasks and in neural networks; 



(3)application of fuzzy clustering to fuzzy rule processing; 

(4)employing of algorithms of association rule extraction. 

To solve the tasks under study, artificial neural network theory, algorithms of clustering 
methods, elements of fuzzy set theory and of association rule theory are employed. Applications of 
the research methods are illustrated with demos and case studies that characterise the class of tasks 
under examination. 

As scientific and practical interest in data mining was increasing, research on the possibility 
of processing IF-THEN rules with the help of different techniques achieved worthy attention 
Thereby a knowledge base model is being obtained that can serve as a basis for further data 
analysis While developing the doctoral work, research was performed and different methods and 
techniques were examined, which helped obtain regularities that characterised the data 

The novelty of the work under consideration is the summarised information about choosing 
the most rational data mining method that is validated through experiments. That helps select one 
of the three rule extraction methods being considered. 

The study describes an idea of potential function method application in particular task class. 
Within the study, a method is developed to extract fuzzy rule base from the numerical data 

using the fuzzy clustering algorithm. 
The practical value consists in developing a methodology and software that enable using 

data analysis methods to process regularities. The software is written using the Matlab 
environment. It is used to perform experiments aimed at illustrating the execution of different data 
analysis methods. Programme modules and data employed are available on the author's home page 
at www.ru.lv/~peter. 

In the course of work, the following research was accomplished and these methods were 
elaborated: 

1) the suitableness of neural network application in searching for regularities is studied and 
analysed; 

2) a procedure for rule extraction from a radial basis function (RBF) network is developed; 
 

3) the choice of clustering method for studying regularities is validated. Several clustering 
methods are compared and analysed with the aim of finding the most effective one; 

4) a fuzzy clustering model for rule extraction and processing is developed and implemented; 

5) principles and methodology for rule extraction, using association rule discovery methods, are 
worked out. 
 
Major findings of the work were reported at these significant international scientific 

conferences: 
 

1. Grabusts P. Extracting rules from trained RBF neural networks// Proc. of the 5th International 
Conference. - Rezekne: RA izdevniecība, 2005. -p. 33-39. 

 
2. Grabusts P. Analysing Bankruptcy Data with Neural Networks// Proc. Iff International Conference 

on Soft Computing. -Brno, Czech Republic, 2004. -p. 111-117. 
 
3. Grabusts P.   Using Association Rules to Extract Regularities from Data// Proc.  6 International Baltic 

Conference on Data Bases and Information Systems. -Riga, 2004. - p. 117-126. 
 
4. Grabust P., Borisov A. Using grid-clustering methods in data classification//Proceedings of the 

International Conference on Parallel Computing & Electrical Engineering-PARELEC'2002. - 
Warsaw, Poland, 2002. -p. 425-426. 



5. Grabusts P., Borisovs A. RBF neironu tīklu pielietošanas perspektīvas// 11 Pasaules latviešu 
zinātnieku kongresa tēžu krājums. - Rīga, 2001. - 5 70. lpp 

 
6. Grabusts P. Klaslerizācijas metodes izmantošana RBF neironu tīklos// III Starptautiskās zinātniskās 

konferences „Vide. Tehnoloģija. Resursi" materiāli -Rēzekne: RA izdevniecība, 2001. - 257.-262. lpp. 
 
7. Grabust P. Using a thermal equilibrium method in the neural networks// International Conference on 

Parallel Computing & Electrical Engineering-PARELEC '98. - Bialystok, Poland, 1998. -p. 261-263. 

The results of the author's work are included in the 2002 report on the execution of Latvian 
Science Council's Grant (Decision No. 3-2-1 of the LSC Doctoral Grant Commission dated May 
13, 2002 about doctoral grant awarding). 

There are four publications and nine papers published in the proceedings of scientific 
conference related to the theme of the doctoral research. 

 

The structure and vo lume of doctoral thesis 
The work includes introduction, five chapters, conclusion, a list of references, and Appendix. The 
doctoral thesis contains 120 pages and is illustrated with 91 figures and 41 tables. The list of 
references consists of 68 titles. 

Introduction validates topicality of the research performed, states the main research goal and 
tasks as well as provides a brief characterisation of principal research areas. 

Chapter 1 presents a survey of ways and objectives of data analysis in the context of searching 
for regularities. 

Chapter 2 describes application of association analysis to the process of obtaining regularities 
as well as a series of experiments on statistical data processing. 

Chapter 3 examines potentialities of artificial neural networks as applied to performing data 
analysis; describes experimental results related to bankruptcy data analysis and suggests using the 
potential function method in data analysis. 

Chapter 4 estimates possibilities of different clustering methods in data analysis, elaborates a 
methodology for rule base extraction with the help of fuzzy clustering and describes the 
experiments conducted to obtain the rules from the multidimensional data samples. 

Chapter 5 considers neural network methods as applied to the process of conditional rule 
extraction and presents experimental results - the rules obtained from the bankruptcy data sample. 

Conclusion provides a summary of the research conducted and outlines an area of future 
research. 

Appendix demonstrates the author's developed software for association rule extraction from 
statistical data. 

CHAPTER OVERVIEW 

Introduction  validates topicality of the research performed, states main research goals, 
provides a short characterisation of principal research areas, as well as presents annotation of the 
chapters. 

Chapter 1 presents a survey of the existing kinds and objectives of data analysis in the context of 
searching for regularities. Nowadays the concept of regularity is acquiring more and more attention 
in the representation of intelligent data processing system operation. In many cases it is necessary 
to ascertain in what manner the data are interrelated, how various data differ or agree with each 
other, and what the measure of their comparison is. In various dictionaries the term regularity is 
interpreted as similarity, conformity with a law or conclusion by analogy. Regularity can be 
considered determined correctly if it explains the results of all experiments that relate to the given 
area of operation. The more experimental facts confirm, the more reliable the validation is. As the 



objective of searching for regularities in the data is a task of intelligent-data analysis, it is 
necessary to discuss today's approaches in that area. Currently the following concepts of data 
storing and analysis can be distinguished: 
- Data Warehouse; 
- On - Line Analytical Processing,  
- Data Mining. 

The area of intelligent data analysis (IDA) is considered as very important because the data 
stored are defined as knowledge. In English, IDA can be interpreted as Knowledge Discovery in 
Databases (KDD) and Data Mining (DM). Many researches use both of the terms as synonyms, 
whereas the majority of researches treat KDD in a wider sense, as a research area that comprises 
artificial intelligence methods, a combination of statistical and database methods that enables 
obtaining information from the data. In its turn, DM is treated as the process of acquiring that 
information. Thus, IDA can be defined as follows. This is data analysis consisting in searching for 
hidden regularities in the data. It should be noted that the majority of IDA methods were 
developed in the seventies and eighties of the past century as a result of researches on artificial 
intelligence methods. They, however, have attracted wide attention only nowadays due to rapidly 
growing necessity for data processing. 

Majority of researchers distinguish the following global data mining tasks: 
1. Classification. The most widespread task of IDA. It allows one to distinguish features that 

characterise object groups (classes) of one type so that a new object could be ascribed to the 
class according to the known characteristics. 

2. Clustering. It logically continues the idea of classification in a more complex case when the 
classes are not specified. As a result of clustering, object distribution by classes is also 
performed. In general, clustering results are rather subjective, which depends on the similarity 
measure of the selected training set. Clustering algorithms are used in several artificial neural 
network models as well as fuzzy network models for data preprocessing in unsupervised 
learning. 

3. Association rules. Association ruies enable finding regularities among several related events. 
Rules of that kind are based on the following statement. If event A occurs, then event B will 
also happen with probability X%. In the beginning, that task was employed in supermarkets to 
determine what products customers buy together. That is.why it is sometimes called market 
basket analysis. 

4. Sequence. It is similar to associations, but sequence is valid for the events that do not begin at 
the same time. Instead, they happen with a certain time shift. If event A happens, then event B 
will happen after time T with probability X%. 

5. Prediction. Using actual values to predict future values. 
Researches conducted in the area of intelligent data analysis use a lot of different methods 

borrowed from several sciences. It is often emphasised that IDA comprises points of interaction of 
different science fields. Among most frequently cited are: decision analysis and regression trees, 
Bayesian classifier, artificial neural networks, fuzzy inference, association rules, clustering, fuzzy 
cluster analysis, etc. 

One myth about the omnipotence of intelligent data analysis methods is that IDA finds 
regularities in the data automatically. Indeed, various IDA methods allow one to find regularities 
in the data examined, whereas the objective of the research process - what final result is required 
to achieve - must be stated clearly. To successfully perform data analysis, the following six steps 
should be taken: 
1. determination of a specific objective; 
2. data collection; 
3. choice of methods of analysis; 
4. choice of software; 
5. performance of the analysis, and 
6. making a decision how to use the result. 



The main requirement which is put forward to the results of data analysis is that the results 
must always be interpreted as correctly as possible. The rules that represent the regularities found 
have to be stated as simple and easy to understand logical expressions. Namely, they must look as 
these logical rules: 

IF {(Event 1) AND (Event 2) AND ... (Event N)} THEN .... 

In what follows, the author will employ logical conditional rules (production rules) of this kind: 

 

 
 
 
In the course of working, the need arose to study techniques enabling conditional rule 

extraction from the multidimensional data samples The scheme shown in Figure 1 was made as a 
result of a thorough study of the relevant literature. It represents the trends that nowadays 
dominate in the area of intelligent data analysis. 

 

 

Figure 1. Rule extraction methods and their applications 

 

So long as research interests of the author are related to artificial neural networks and 
clustering, the choice of RBF neural network based rule extraction methods is validated in the 
study because networks of that kind make use of clustering at the learning stage. 

In its turn, fuzzy clustering can be employed at the initial stage of fuzzy rule formation, 
which will be described later. 

As regards association rule extraction method, it is highly popular in the intelligent data 
analysis. Due to that, a desire to examine its application area arose. 

The methods and tasks considered in this study as well as their structure and respective 
chapter numeration are represented in Figure 2. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Rule extraction methods considered in the study 

The motivation for studying rule extraction methods is the following: 
• the amount of multidimensional data to be analysed becomes too  large for the potentialities 

of statistical analysis; 
• popular neural network methods operate by the black box principle that complicates 

interpretation of the results for the user; 
•    previously unknown regularities are present in the data; 
• the regularities found can be represented in a way that is easy to perceive and understand 

for the user. 

Chapter 2 discusses application of association analysis in the process of obtaining regularities. 
Section 1 formulates the task of association analysis. Nowadays a great amount of data are 
accumulated in different areas of science, business, health care etc., so the necessity to analyse the 
data in order to better manage the area concerned, arises. Frequently the needs of business 
stimulate the development of new methods of intelligent database analysts, which are oriented 
towards practical business applications. As an example, one of the problems can be mentioned, 
which shop managers often face: when a customer purchases specific article, then X % of the time 
he also buys another article that is first article dependent. Say, if he buys bread and butter, then 
90% of the time he also buys milk. Initially, that task was used to find a pattern of typical market 
basket in supermarkets. That is why it is frequently called market basket analysis. In general case 
these operations arc called transactions. The regularities, which could evidence for such events' 
relationships, are called associations. Associations or association rules enable one to find 
relationships among several dependant events. The underlying statement for those rules is the 
following: if event A occurs, then event B will also occur with probability X%. 

Association rule mining is based on theoretical assumptions about the existence of rules of 
that kind developed by a group of researchers in 1993. In 1994 an effective algorithm for 
association rule mining was published. These studies have stimulated the development of numerous 
similar algorithms, which made it possible to analyse, for example, large scale shopping operations, 
and extend the task to one of the fundamental methods of intelligent data analysis. Association 
rules can be employed not only for market basket analysis. They can be applied to any data 
analysis by carefully examining the regularities found. 



Section 2 describes two characteristics which define association rules - the confidence and the 
support. All rules that are specified in the form IF (X) THEN (Y), have these two characteristics. 

1) confidence - part of instances when the rule was satisfied out of all its application instances 
(part of instances Y in relation to instances X); 

2) support - part of instances when the rule was satisfied out of all the instances when Y was 
satisfied (part of instances X in relation to instances Y). 
Let I = {i1, i2,..., im} be a set of literals, called items. Let D = {t1, t2,..., tn} be a set of 

transactions, where each transaction, t, is a set of items such that t⊆  I. Each transaction is 
associated with an identifier, called TID. Given an itemset X ⊆  I, a transaction t contains X if, and 
only if, X ⊆ t. The itemset X has support, s, in the transaction set D if s% of transactions in D 
contain X; we denote s = support (X). 

An association rule is the implication in the form X => Y, where X, Y ⊂  I, and X∩ Y=0. 
Each rule has two measures of value: support and confidence. The support of the rule X => Y is 
support (X∪ Y): 

 
 

 
The confidence, c, of the rule X => Y in the transaction set D means that c% of transactions in D 
that contain X also contain Y, which can be written as the ratio: 
 

         (1) 
 
Support indicates the frequencies of the occurring patterns, and confidence denotes the 

strength of implication in the rule. Given a user specified minimum support (called minsup) and 
minimum confidence (called minconf), the problem of association rule mining is to find all 
association rules where support and confidence are larger than the user defined minsup and 
minconf. 

Let us illustrate the aforementioned with an example. Table 1 represents transaction 
database. It is a set of products I that consists of products A, B, C, and D. 

Table 1  

Market TID 

TID Market basket 
1 {A,C}  
2 {B}  
3 {A,B,C,D}  
4 {B,D}  
5 {A,B,D}  

 

TID Market basket 
6 {A,B}  
7 {A,D}  
8 {B,C,D}  
9 !C,D}  
10 {A,B,D}  

Each row of the table contains transaction identifier TID, which characterises the number of 
customer's performed operation as well as a set of the goods purchased. The support of itemset 
{A,B} is 0.4. The value of support of itemset (A, B, D} is 0.3. Hence, the confidence of rule 
{A,D} => {B} is 0.75. From (1) it follows that: 

 
 

 
If the boundary value of support, minsup, is less or equal to 0.3 but the boundary value of 

confidence, minconf, is less or equal to 0.75, the rule is considered acceptable. It can be concluded 
that this association rule is derived: "When a customer buys products A and D, it is possible that in 
75% of cases he will buy product B as well". 

Statements of that kind are without doubt acceptable only for large databases. Support and 
confidence values do not yet guarantee the suitability of the rule for modelling customer's 
behaviour. They can only assist in making decisions. 
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Sections 3 and 4 examine two algorithms for finding itemsets, Apriori and AprioriTID, whose 
execution also helps to derive association rules. In general case, the process of all association rule 
extraction is reduced to two subproblems: 
1. The large itemsets. Find all itemsets that have support above the predetermined minimum 

support. These itemsets are called large itemsets. Sometimes they are also called frequent 
itemsets. 

2. For each large itemset, derive all rules that have a greater than the predetermined minimum 
confidence   as   follows .    For   a   large    itemset     X   and   Y,    where         X, Y⊂ 1,  and    
X , Y ∩ = 0, if support (X ∪  Y) / support (X) ≥ minimum-confidence, then the rule X => Y is 
derived. 

For transaction database D = {{A,C,D}, {B,C,E}, {A,B,C,E},{B,E}} with minimal support 
boundary value equal to 0.5, itemsets Lk, obtained as a result of the Apriori algorithm execution, 
and candidate sets Ck after three iterations are shown in Figure 3. 

  

   

   

 
Figure 3. Execution example ot the Apriori algorithm 

The AprioriTID algorithm is similar to the Apriori algorithm and employs the recall function 
to generate candidate sets. The process of candidate set generation is illustrated with a transaction 
database shown in Figure 4 under the minimal support value 2. 

 
Figure 4. Execution example of the AprioriTID algorithm 

Section 5 describes a series of experiments aimed at discovering Independence of the count of 
extracted rules on the initial values of support. The main motivations for the experiments was the 
desire to find regularities in raw data using association rule mining method. The author did not 
have 



an opportunity to use professional software packages such as the data mining tool Clementine or 
similar, therefore the experimental part was carried out in the Matlab environment. 

As experimental data, the data of the Latvian Central Statistics Office about reply variants 
obtained from 3044 respondents were used. The data selected for the experiments were related to 
the study of inhabitant migration process. The respondents were asked the following questions: 
1. In what country were you born? (with 11 possible reply options offered); 
2. How long have you lived in this place? (with 4 reply options offered); 
3. Where did you live before moving to this place? (with 3 reply options provided); 
4. Please designate the type of the place you lived in before moving to the current place, (with 7 

possible reply variants); 
5. What was the reason for you to move to the current place? (with 6 possible replies); 
6. Are you planning to move to another place within the next 3 years? (with 5 possible reply 

options provided). 
The objective of the experiment was to determine possible relationships in these data and to 

determine the dependence of the count of regularities on the preliminarily assigned boundary 
values of support and confidence. 

In the first part of the experiment it was assumed that the confidence was minconf = 95 and 
the support was minsup = 95. See Figure 5 for the obtained graphs of rule support analysis and rule 
confidence analysis. As many as 58 rules were derived at these initial values. For each rule there 
were calculated support value and confidence value. 

Below one can find some derived rules with greatest support values;  
12  74 ⇒  51  Support=592 and confidence is 98;  
46 ⇒  83  Support is 545 and confidence is 97;  
12 74  83 ⇒  51 Support is 530 and confidence is 98;  
12  46 ⇒  83 Support is 443 and confidence is 97;  
45  51  65 ⇒  83 Support is 303 and confidence is 95. 

 

 
Figure 5. Dependence of rule count on support and confidence values 

Taking into account the decoding results one can conclude that: 
- the 1st rule determines: IF "you were born in Latvia" AND "moved to the current place due to 
family reasons" THEN "Before moving to the current place you lived in Latvia". 
- the 2nd rule determines: IF "You have lived in this place ail the time" THEN "In the next 3 years 
you are not planning to move to any other place". 
- the 3rd rule determines: IF "You were born in Latvia" AND "You have moved to this place due to 
family reasons" AND "You are not planning to move to any other place within the next 3 years" 
THEN "Before moving to the current place you lived in Latvia" 



- the 4thrule determines that: IF "You were born in Latvia" AND "You have lived in this place all 
the time" THEN "You are not planning to move to any other living place within the next 3 years" 
- the 5th rule determines that: IF "You lived in this place up to the age of 50 years" AND "Before 
moving to this place you lived in Latvia" AND "Before that you lived in a village" THEN "You are 
not planning to move to any other living place within the next 3 years". 

By analysing the rules derived one can state that the persons interrogated live in a small 
compact living place with a small migration trend. The rules derived are logically understandable 
and represent a real-world situation. 
In the second part of the experiments, rule count values were obtained at different support values 
and fixed boundary confidence values. The results are shown in Table 2. 

Table 2  

Dependence of rule count on support values 

 
Figure 6. Dependence of rule count on support values 

Based on the table data and graphically given correspondence, one can conclude that the 
greater the assigned confidence level and support's boundary value, the smaller the number of 
association rules discovered and, as a result, the stronger the rules. 

Section 6 concludes that for certain classes of tasks the mechanism of association rule mining is 
very similar. It is important to realise that to be applied successfully, the derived association rules 
require a thorough analysis. The method of association rule mining, which was initially intended 
for the market basket analysis, proved to be a good tool for a wide range of tasks. With the help of 
that method, it is possible to mine and discover regularities in the form X => Y in different data 
types Nowadays the method has a widespread application in tasks of large database processing and 
analysis. Association rule mining method justly lies among the main intelligent data processing 
methods. 

At the same time it should be noted that association rule analysis has its own bottlenecks 
whose study could turn out to be a valuable application area: 

 
 
 

 

 

The graphic form of the above correspondence can be seen in Figure 6. 



- Software implementation of association rules requires considerable time; 
- The analysed data should be possibly homogeneous. 
- Unfortunately, erroneous or strange data also participate in rule formation. 

Chapter 3 discusses potentialities of artificial neural networks in performing data analysis. 

The task of Section 1 is to examine potentialities of neural networks as applied to searching for 
regularities. Neural networks (this is a general notation of a certain class of algorithms) are able to 
learn from examples thus deriving hidden regularities in the data. If a relationship among the input 
and output data exists (even if traditional methods do not show it), a neural network can adjust to it 
automatically with certain accuracy. Moreover, many neural networks allow one to evaluate the 
importance of particular features of the input data, to reduce data amount without loosing the most 
essential data, to identify the approaching of the critical situation. In many cases neural networks 
help find regularities which cannot practically be discovered by analysing the data manually. 

Section 2 describes the basic principles of neural network operation. A definition of a neuron and 
neural network is given. A number of activation function formulas are described, and a 
classification scheme of neural networks is shown. In particular sections of the work, three neural 
network models will be employed: a radial basis function network (RBF), multilayer network and 
the Boltzmann machine. 

Section 3 studies potentialities of neural network methods in searching for regularities. The 
research is based on the RBF neural network, whose architecture is shown in Figure 7. 

 

Figure 7. Architecture of the radial basis activation function network 

In general, the RBF network contains a single hidden layer of units with radial activation 
functions. The most frequently used radial function in networks of that kind is Gaussian: 

  

 

where  xi  - a component of the input vector, 
ci   - the centre of the activation function;  
σ  - standard deviation.  
The number of units of the hidden layer is determined in the course of learning. Normally, 

each unit of the hidden layer corresponds to a specific class of objects. For clearness it can be said 
that units of the hidden layer calculate the Euclidean distance between the input objects and the 
centre of the radial function. The output values of the hidden layer units serve as input signals for 
the output layer units. The network output is the weighed sum of input signals of the output unit. 
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The training of RBFs takes place in two stages (see Figure 8) That learning algorithm has been 
selected because it is the principal training method for neural networks of the above mentioned 
kind. 

 
 

Figure 8. Learning scheme of RBF networks 

At Stage 1, training in the hidden layer is performed with unsupervised learning algorithms 
which are called clustering algorithms. The aim of clustering is to divide the input data into groups 
of objects (clusters, classes, and taxons) and determine the centres of those objects. The essence of 
clustering is represented in Figure 9. 

 
 
Figure 9. (a) splitting two-dimensional objects into clusters; (b) cluster representation in RBF units 

The process of cluster analysis includes these stages: 
• Formation of a set of data subject to analysis; 
• Determination of limits or other characteristics defining this class of data (cluster); 
• Splitting the initial data into clusters; 
• Construction of the cluster hierarchy. 

RBF training was accomplished using the C-means clustering algorithm. It minimises the 
quality indicator which is determined as the sum of squared distances of all points belonging to 
cluster space, from the cluster centre The name of the procedure has resulted from the calculation 
of the mean distances from the cluster centre, inside the cluster group. The algorithm is executed as 
follows: 

(1) Initialise the cluster centres  wj (set the initial cluster centres to the first m training data or 
to the m randomly chosen training data) 

(2) Group all patterns with the closest cluster centre i.e. for each pattern xi, assign  xi, to group 
j* , where 

 ji
j

ji wxwx −=− min*



(3) Compute the sample mean for the cluster centre i.e. for each group wj, 

      , where mj, is the number of patterns in group j. 

 

(4) Repeat by going to step (2), until no change in cluster assignments. 

As a result of the algorithm execution, the final cluster centres, wj, are determined with the 
restriction that the sum of squared distances of all the points, which belong to the group, from the 
cluster centre, has to be minimal. 

Training of the hidden layer results in finding activation function's parameters They are 
cluster centres wj

h and cluster standard deviation 2jσ , j being the count of clusters. The value of 
2
jσ is determined by formula 
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where  jΘ  - number of objects in the training set that are grouped around the cluster centre wj
h;  

 M j - number of objects in jΘ , and T -   notation of the transposed matrix or vector. 

The advantage of the C-means clustering algorithm consists in its popularity, high 
effectiveness, and simple implementation. However, the algorithm may not achieve good results if 
object distribution is not uniform. In this case the parameters (the number of cluster centres) have 
to be changed, after that the algorithm must be executed again. As a disadvantage of the algorithm 
its non-universality can be mentioned. 

After the training in the hidden layer is completed, and radial function's parameters are 
defined, training in the output network layer is performed using the so-called supervised learning. 
To that end, the least mean square error algorithm (LMS) is employed. 

Training data consist of pairs {Uk/dk} where Uk is the input object for the output layer 
whereas dk are network target outputs, and k is the number of objects. The input signal for the 
output layer is processed in the hidden layer before it is forwarded to the outpur layer. In other 
words, the input values of the output unit are the hidden layer output values uki (radial finction 
values), where i=l,...,M. They are calculated by formula: 

 
where    x    - input vector; 

k
jw  -  the weight vector of the j-th unit (actually, this is the cluster centre to which the   

          given input vector belongs); 
2
jσ  -  i-th unit standard deviation; 

 M  -  units of the hidden layer;  
 N   -  number of units in the output layer. 

The output yk of the output layer for the k-th input vector is calculated as follows: 
 yk = wi

0 ui ,  
where wi° - the weight vector that connects the i-th unit of the hidden layer with the output unit;  

uj - input signal for the output unit. 
In the course of learning, taking into consideration both real and target output values 

(respectively, yk and dk), neural network mean square error is calculated by formula: 
 

 
 
A certain value of minimal error, Emin, is used as the stopping criterion. If the mean square 
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error of the training cycle (iteration) is equal to or less than Emin, training is considered completed. 
Due to that, after the second training stage is performed, the RBF network can be considered 
trained and ready for further research experiments. 

Section 3 then examines another neural network kind - the Boltzmann Machine, which is mostly 
used in optimisation tasks. Learning algorithm of the Boltzmann Machine is analysed, and the 
essence of the Simulated Annealing (SA) method is discussed 

Section 4 discusses neural network application possibilities. In the first example, using a small 
training set the procedure of RBF network learning is described in detail for the pattern recognition 
task, in the second example, the SA method is applied to solve the classical Travelling Salesman 
Problem The shortest paths between Latvian towns are calculated (TSP-26). 

Section 5 deals with practical task solving - bankruptcy data analysis. The objective of the task is 
to determine the financial state of a company (bankrupt or non-bankrupt). 

Bankruptcy diagnostics is a directed financial analysis system whose area is crisis situation 
control at the enterprises. In the analysis of the general financial situation of the company a 
separate group of financial ratios is formed, using which it is possible to reason about the threat of 
bankruptcy. 

Two basic approaches to bankruptcy prediction are commonly distinguished. The first 
approach is based on financial data and comprises working with different ratios including 
extremely popular Altaian's Z-score, Taffler's coefficients, etc., as well as "an ability to read the 
balance sheet". The second approach uses the data on bankrupt companies that were then compared 
to the data of the company under consideration. 

The aim of the experiment was to compare different techniques used in the bankrupt data 
analysis and evaluate the results. For the purpose of experiments, balance sheet data of 63 
companies were used (46 - bankruptcy and 17 - non-bankruptcy). It was decided to calculate the 
following financial ratios on the basis of the data available and further use them in all the 
experiments: 

• R2:   Cash Flow / Current Liabilities; 
• R3:   Cash Flow / Total Assets; 
• R7:   Current Assets / Current Liabilities; 
• R9:   Current Assets / Total Assets; 
• R31: Working capital / Total assets. 

The first employed method was the multivariate discriminant analysis (MDA). To accomplish 
the MDA, the SPSS statistical package was used. The results of discriminant analysis are shown in 
Table 3. 

Table 3  

Discriminant analysis classification results 

As a result, 82.5% of original grouped cases were classified correctly. Misclassified 
cases were: 14, 26,28,35, 36, 37,41, 58, 59, 60, and 62. 



For the second approach, the author suggested using of one of pattern recognition methods -
the method of potential functions - to test the assumption whether this method can be applied in 
bankruptcy diagnostics tasks. The algorithm of the potential function method is based on the 
hypothesis about the function character that separates sets according to different classes of 
patterns. For the purpose of experiments, this function was used as a potential function: 

 

      

where α - learning parameter; 
  R - the distance of the point where the potential is calculated from the point of learning set;  
  λ- the value of potential that is assigned to the point in the process of learning (weight).  
 
In the first part of the experiment, the effect of learning parameter on the duration of 

learning (epochs) was examined. As a learning set, the bankruptcy data were used. A sample of 
bankruptcy data on the same company served as a test data. Learning parameter α varied within the 
limits [0.1, 2.0]. Learning results are given in Table 4 and Figure 10. 

Table 4 

Experimental results (learning parameter a and number of epochs) 
 

α 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.2 1.3 1,4 1.5 1.6 1.7 1.8 1.9 2.0 

Ep. 5203 1477 674 371 238 166 173 142 117 91 

1.1 

64 84 60 59 62 36 49 30 25 25 

 
 
Figure 10. Graph of parameter dependence on the number of epochs 

By analysing the results of learning, one can conclude that the algorithm converges at all 
the a values assigned but the number of learning cycles goes down as a value increases. 

In the second part of the experiment, testing and analysis of learning algorithm execution 
depending on the value of potential, λ, were performed. It was found that after the learning the 
points of the given test set were identified correctly, i.e., λ values calculated in the course of 
learning enabled one to correctly determine the input data class: bankrupt or non-bankrupt. 
However, taking into account that the MDA method correctly classifies the input data in 82.5% 
cases only,a question arises-which points of the learning data faced identification problems? After 
the application of potential functions in the algorithm,the initial λ values are equal to 0.If a point is 
not classified correctly during learning, the value of that parameter, λ, is increased by 1. As a result 
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of the experiment it was found that in bankruptcy data set there were 7 points for which correction 
of parameter X was performed most frequently during learning. 

Table 5 represents these points and die number of corrections performed at different a values. 
Note that at the remaining a values the situation does not change essentially. The correspondence is 
shown graphically in Figure 11. 

Table 5 

Experimental results (misclassified cases and X parameter) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Misclassified cases dependence on the count of parameter X 

So, for the case of potential functions the misclassified cases at the above bankruptcy data are 
4, 8, 14, 26, 37, 50, and 59. It can be seen that the method of potential functions like MDA is 
unable to correctly classify cases 14, 26, 37 and 59, moreover other points also appear that are 
different as compared to MDA. 

Hence, a conclusion can be made that potential function method can be used for bankruptcy 
data analysis. However, one has to be careful in interpreting the results. To demonstrate the third 
method application in bankruptcy data analysis the neural network approach was used. The neural 
network approach to bankruptcy prediction became extremely popular in the nineties of the past 
century. Since 1990 research on neural network application in bankrupt analysis has been 
performed periodically. Odom and Sharda were one of those who first employed neural network 
techniques in bankruptcy analysis. In the input of the network, Airman's Z-scores about 128 
companies were used. It was shown that the neural network approach yielded better results than 
MDA. 

Tarn and Kiang have compared different techniques applied in bankruptcy diagnostics (MDA, 
LA, ID3, single layer network, and multilayer network) and have shown that in the „one- 



year-ahead" data the multilayer network was most effective whereas in the "two-year-ahead" data the LA 
method proved to be most effective. 

By analysing the NN network application in bankruptcy analysis, these conclusions were made: 
• neural networks ensure approximately 90% accuracy as compared to the 80-85% accuracy of 

other methods (MDA, LA, and ID3); 
• bankruptcy can be predicted several years before it happens, the accuracy of prediction being 

practically the same for the "one-year-ahead" data and for the "two-year-ahead". 
In bankruptcy analysis, preference is mainly given to multilayer network (MLP) with error back 

propagation learning. Formally speaking, bankruptcy prediction task practically does not differ from that of 
classical pattern recognition, financial ratios are forvarded to the network input, etwork learning is 
accomplished, and the hidden units are employed. In the network output there re only two states: 
bankrupt or non-bankrupt. General scheme of the network that will be used in le experiments from now 
onwards is shown in Figure 12. 

 

 
 
 
Figure 12. Multilayer feedforward neural network 5-5-1 architecture 

   
The input nodes represent the financial ratios that the model will use to predict bankruptcy. The learning 
and momentum rates define the rate and accuracy with which the backpropagation algorithm converges 
on the error minimization solution. Larger numbers for momentum are used to achieve faster convergence, 
but run the risk of skipping over the optimal solution. The parameters were arrived at after extensive 
experiments. 
 
In the first part of the experiment, the dependence of the learning quality on o value was tested. The 
given experimental model has shown that at the a values within 0.8 the following occurs: the 
algorithm either does not converge or else correct network learning does not happen. Valid learning 
results were obtained at α = 0.8  and  α = 0.9. 

In the second part of the experiment, the dependence of learning quality on the slope of the tanh 
activation function - ∈β  [0.1; 1] was examined. As a result of the experiments, it was found that 
acceptable learning quality was achieved at specific β values only. Table 6 shows the most significant 
results and misclassified cases. 



Table 6  
Experimental results (parameters α, β and its misclassified cases) 

 

In Figure 13 (a) and (b) error graphs for (3 = 0.8 and p = 0.9 are shown. All the results on the 
misclassified cases of the methods employed are summarised in Table 7. 

    
Figure 13. Error graph for p = 0.8 (a) and p = 0.9 (b) 

 

Table 7  

Summary table showing the used methods and misclassified cases 

 

 

From Table 7 it can be seen that for the specific bankruptcy data sample, all the methods are 
unable to classify data vectors 37 and 59. Calculating in absolute numbers, we obtain that NN-2 
correctly classified 90.5% cases, the potential function method and NN-4 - 89% cases, NN-1 and 
NN-3 - 85.7%, MDA - 82.5%. It can be concluded that for the given data sample the neural 
network method performs bankruptcy data classification more effectively, which actually 
corresponds to the conclusions made about the results achieved by Tam and Kiang. 

Section 6 provides conclusions about neural network potentialities as applied to data analysis tasks. 

Chapter 4 studies possibilities of different clustering methods in data analysis. 



Section 1 presents task statement, it is formulated as follows. To examine possibilities of different 
clustering methods and discover their ability to extract IF-THEN rules. 

Section 2 continues a survey of popular clustering algorithms that are employed in data analysis. 
Among hierarchical clustering algorithms, the taxonomy algorithm FOREL has received special 
recognition. That is why the essence of the algorithm and its operation principle are analysed 
using an example from the IRIS database. 

Recently, wide attention has been paid to a new clustering algorithm - grid clustering. The 
conventional cluster algorithms calculate a distance based on a similarity metric (Euclidean etc.) 
between cluster centres The patterns are clustered according to the resulting similarity index. The 
grid clustering algorithm differs from the conventional cluster algorithms in that it organises not 
the patterns but the value space, which surrounds the patterns. To organise the value space, a 
variation of the multidimensional data structure of the grid file is used, which is called "grid 
structure". The patterns are treated as points in the d-dimensional value space and are inserted at 
random into the grid structure. The points are stored according to their pattern values. The grid 
structure partitions the value space and administrates the points by a set of surrounding 
rectangular shaped blocks. 

The section also presents the grid clustering algorithm and a case study as well as considers 
another clustering method - subtractive clustering - that is based on density measure of the data 
points in the feature space. The idea is to find regions in the feature space with high densities of 
data points. The point with the highest number of neighbours is selected as a centre for a cluster. 
The data points within a prespecified, fuzzy radius are then removed (subtracted), and the 
algorithm looks for a new point with the highest number of neighbours. This continues until all 
data points are examined. In what follows, density measure of data points is defined and execution 
principle of the algorithm is outlined. To demonstrate its execution, experimental data set was 
used. 

Section 3 focuses on fuzzy clustering. It is reasonable to assume that points between the two 
cluster centres have a gradual membership in both clusters. The fuzzy c-means algorithm allows 
each data point to belong to a cluster to a degree specified by a membership grade, and thus each 
point may belong to several clusters. 

The fuzzy c-means algorithm (FCM) partitions a collection of K data points specified by tri-
dimensional vectors uk (k=l,2,..., K) into c fuzzy clusters, and finds a cluster centre in each, 
minimising the objective function. Fuzzy c-means is different from hard c-means, mainly because it 
employs fuzzy partitioning,where a point can belong to several clusters with the membership values 
of the data points to the clusters. To accommodate the fuzzy partitioning, the membership matrix M 
is allowed to have elements in the range [0, 1].Total membership of data points in all clusters has to 
possess the following feature. The sum of elements of any column has to be aqual to 1, the sum of 
all elements must be equal to K and the objective function is set as follows: 

 
 

              (2) 
where  mik is the membership between 0 and 1;  

ci is the centre of fuzzy cluster i; 
dik = ik cu −   is the Euclidean distance of the k-th point from the i-th cluster centre; 

q ),1( ∞∈  is a weighting exponent.  

There are two necessary conditions for J to reach a minimum:     
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Jang J S. has proposed the FCM algorithm which determines the cluster centres ci and the 
membership matrix M using the following steps: 

(1) Initialise the membership matrix M with random values between 0 and 1. 
(2) Calculate cluster centres ci (i=l,2,.., c) using (3). 
(3) Compute the objective function according to (2). Stop if either it is below a certain 

threshold level or its improvement over the previous iteration is below a certain 
tolerance. 

(4) Compute a new M using (4). 
(5) Go to step 2. 

The cluster centres can alternatively be initialised first, before carrying out the iterative 
procedure. The algorithm may not converge to an optimum solution and the performance depends 
on the initial cluster centres, just as in the case of the hard c-means algorithm. 

In what follows the FCM algorithm is illustrated with experimental data set. 

Section 4 considers rule extraction using fuzzy clustering. Here an attempt is made to extend the 
application area of the FCM algorithm and to obtain the regularities that characterise the data in the 
form of rules. 

Membership functions are commonly represented with the help of linguistic variables, which 
helps interpret fuzzy systems easier. Such notions as high, law or medium can well characterise the 
state of unidimensional objects. Instead, in case of multidimensional objects it turns to be not so 
easy. To describe a fuzzy classification problem, the following assumptions are made. Assume, 
there exist p variables x1, x2,..., xp, which are defined in the interval Xi = [ai, bi], ai < bi. The final 
class set C is given for which the following distribution is valid: 

Class: X1 x X2 x ... x Xp → C. 
The objective is to find a classifier that could solve classification problem. The fuzzy 

classifier is based on the set of final rules R for which the following holds: 

R: If  x1 is )1(
Rµ  and ... and xp is )( p

Rµ  Then class is CR 

where CR ∈C. The )(i
Rµ  are assumed to be fuzzy sets in Xi, i.e. )(i

Rµ : Xi →[0,1]. Fuzzy sets )(i
Rµ are 

directly included in the rule. In real-world situations they can be replaced by the corresponding 
linguistic variables. 

In solving many practical applications, the information necessary for the development and 
implementation of a fuzzy system can be divided into two kinds: numerical (the result of 
measurements) and linguistic (obtained from experts). Most of fuzzy systems are implemented 
using the second kind of knowledge, which is commonly represented in the form of a fuzzy rule 
base. It should be noted that in the cases when a fuzzy system with the numerical data has to be 
developed, certain important problems appear. 

Let us assume for clearness that a fuzzy system with two inputs (input signals) and one output 
is being constructed. Thus the following form of learning data is required: 

(x1(i),x2(i),d(i)),i =l,2,...  
where x1(i) and x2(i) denote the incoming data but d(i) is the expected output. The task of the 
system is to form fuzzy rules so that possibly best result would be obtained on the output. The task 
stated can be accomplished in five stages. 
Stage 1. Separation of input and output data. Actually, the minimal and maximal values of the 
input data are known, so intervals are determined, in which the allowable values are located:  

],[],,[ 2211
+−+− xxxx  and  ],[ +− dd  . Each of the intervals is divided into (2N+1) parts. For particular 

  
interval parts linguistic variables can be set, for example, SN (small N),..., S1 (small 1), M (middle), 
L1 (large 1),..., LN (large N) and their membership functions can be determined. Figure 14 shows an 
example of similar distribution, where the domain of signal x1 is 



 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14. Partition of input and output data into intervals and corresponding membership 
functions 

Stage 2. Construction of fuzzy rules using learning data set. At this stage, membership degrees of 
learning data (x1(i), x2(i)) and d(i) have to be determined for each of the selected domains. This is 
expressed using the values of membership functions. For example, in Figure 14 the membership 
degree of x1(l) in domain L1 is 0.8, in domain L2 - 0.2; membership in other domains is 0. 
Similarly, the membership degree of x2(2) in domain M is 1, whereas its membership in other 
domains is 0. in the same way we will ascribe x1(i), X2(i) and d(i) to those domains where they 
have maximal membership degrees. Say, xi(l) has maximal membership degree in domain L1 , 
whereas x2(2) in domain M. Thus for each pair of learning data a single rule can be set, for 
example, in this way: 
 

(x1(l),x2(l);d(l))→ 
{x 1(l)[max:0.8 in domain L1],  x2(l)[max:0.6 in domain S1]; d(l)[max:0.9 in domain M]}→ 
R1: If (x1 is L1 and x2 is S1) Then y is M. 

 
Stage 3. Determination of confidence degree for each rule. Taking into account that a lot of 
learning data pairs exist and for each of them a single rule can be generated, a possibility exists that 
the rules might be inconsistent. This relates to the rules having the same condition, but different 
conclusions.  One of possible solutions of this problem might be assigning the confidence degree to 
each rule with a view to further choose the rule with the highest confidence degree. As a result, not 
only the problem of rule contradiction would be solved but also the total number of rules would 
decrease essentially. 

For the rule in the form R: If (x1 is A1 and x2 is A2) Then (y is B) the confidence degree will 
be defined as follows: 

).()()()( 21 21
yxxRSP BAA µµµ ⋅⋅=  

Stage 4. Formation of fuzzy rule base. Th R1: IF (x1 is L1 AND x2 is S1) THEN y is M,  

e principle of fuzzy rule formation is shown in Figure 15. 

divided into 5 subintervals (N=2), the domain of signal x2 is divided into 7 subintervals (N=3) but 
the domain of the output signal is partitioned into 5 subintervals (N=2). 



 

 

 

 

 

 

 

 

 

Figure 15. Formation of fuzzy rule base 

The rule base is set in the form of a table, which is completed with rules as follows, if a rule is 
given in the form 

R1: IF (x1 is L1 AND x2 is S1) THEN y is M,  
 
the value of a fuzzy set that is contained in the Then part of the rule, i.e. the value M in this 
example, is recorded at the point of intersection of column L1 and row S1. In case if various rules 
with the same condition exist, a rule with the highest confidence degree is selected of them.  

Stage 5. Defuzzification. At this stage, mapping f: (x1,x2) → y , where y  is the output value of the 

fuzzy system, has to be derived using the obtained knowledge base. The defuzzification is 

considered completed if a specific value for each linguistic variable is obtained. To accomplish 

that, the activity degree of the k-th rule is calculated using this formula: 

      . 

Actually, it is determined which of the obtained rules is more active for the specified input data 
vector. 

Rule R1 from the above-mentioned example has the activity degree     .  
 
Now, a method of gravity centre determination, say, defuzzification by the gravity centre method 
(COGS - Centre of Gravity for Singleton) can be employed to calculate the output value y  : 
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After all the five stages have been completed successfully, a fuzzy rule base can be considered 

generated. 

A well-known IRIS database was selected to perform experiments. The objective of the 
experiments was: 

1) To acquire rules from the IRIS database using the FCM algorithm; 
2) To ascertain the effect of membership function number on the count of acquired rules. 
3) To check the quality of the rules obtained. 

In the first part of the experiments, three membership functions were calculated for three 
clusters. Four rules were acquired for Class 1, three rules - for Class 2 and 11 rules for Class 3. The 
rules are shown in Table 8. 
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Table 8  
Rules derived from the IRIS database 
 

 

 

In the second part of experiments, different initial values of membership functions were 
selected and rule extraction was performed (see Figure 16 and Table 9). 

 

 

Figure 16. Graph of rule count dependence on the count of membership functions 



Table 9  
Dependence of the obtained rule number on the count 

of initially set membership functions 
 

Number of memberships Class 1 Class 2 Class 3 Count 

2 2 8 3 13 

3 4 3 11 18 

4 7 11 13 31 

5 13 16 18 47 

6 21 19 22 62 

Section 5 provides conclusions regarding clustering algorithm applications. These algorithms are 
mainly intended for multidimensional statistical data processing when the data are specified in the 
form of a table object-feature. They enable one to group objects in certain groups in which the 
objects are connected with each other according to a certain condition. No matter how these groups 
are called - taxons, clusters or classes; the main thing is that they sufficiently accurately represent 
the features of the objects. 

Chapter 5 considers neural network methods with relation to the process of conditional rule 
extraction. 
Section 1 contains problem statement and analysis of the related research. Using the neural network 
technique it is possible to broaden the class of solvable tasks thus extending the potentialities of 
neural networks. Popular have become the rules that help read symbolic or linguistic information 
from artificial neural networks. A direct way of converting neural to symbolic knowledge is 
through rule extraction. This process provides a limited form of an explanation facility of how a 
neural network may classify any given input pattern. Rule extraction is a process that discovers the 
hyperplane positions of the input-to-hidden units and the hidden-to-output units of a neural 
network. These positions are then formulated as IF-THEN rules with the most important input unit 
labels acting as the rule antecedents. The discovery of the hyperplane positions can be found by a 
number of techniques that analyse the weights and biases of the neural network. 

Rule extraction can be carried out using a variety of neural network types such as multilayer 
perceptions, Kohonen networks, radial basis function networks and recurrent networks. Rule 
extraction process in a common case is shown in Figure 17. 

 

 

Figure 17. Rule extraction process 



In what follows, a number of approaches to rule extraction from neural networks are 
outlined: VIA, N-of-M, and KBAN. The advantages of rule extraction from neural networks can 
be summarized as follows: 

• The knowledge learned by a neural network is generally difficult to understand for humans. 
The provision of a mechanism that can interpret the network input/output mappings in the 
form of rules would be very useful. 

• Deficiencies in the original training set may be identified. Thus the generalization of the 
network may be improved by the addition/enhancement of new classes. The identification of 
superfluous network parameters for removal would also enhance network performance. 

• Analysis of previously unknown relationships in the data. This feature has a huge potential 
for knowledge discovery or data mining and possibilities may exist for scientific induction. 

Section 2 examines the applicability of neural networks to rule extraction. Typical networks have 
hundreds or thousands of real-valued parameters. These parameters encode the relationships 
between the input features, x and the target value, y. Although parameter encodings of this type 
are not hard to understand, a great number of parameters in the typical network can make the task 
of understanding them very difficult. Moreover, in multilayer networks these parameters may 
represent varied relationships between the input features and the target values. In this case it is 
usually not possible to determine the effect of a given feature on the target value, because this 
effect may be mediated by the values of other features. 

These relationships are represented by the hidden units in a network, which combine the 
inputs of multiple features, thus allowing the model to take advantage of dependencies among the 
features. A hypothesis was stated that using elements of the hidden layer can help characterise the 
interrelation among the input data. 

Section 3 deals with the methodology of rule extraction from RBF networks. The nature of RBF 
networks makes them a suitable tool for rule extraction process. Section 3 of Chapter 3 described 
the general RBF network learning scheme. It was also shown that RBF network learning is 
normally undertaken as a two-stage process. The first stage consists of an unsupervised process in 
which the RBF centres (hidden units) are positioned. The second stage of learning involves the 
calculation of the hidden unit to output unit weights and output response. The radial basis 
functions are implemented by kernel functions in the hidden layer, which operate over a localized 
area of input space. The effective range of the kernels is determined by the values allocated to the 
centre and the width of the radial basis function. As was already mentioned, this is Gaussian 
function that is most frequently employed as a basis function. It is represented as 
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The response of the output unit is calculated using equation:

(6) 
 
where: W - weight matrix; 

Z   - hidden units activations; 
x   - input vectors; 
µ - centre of basis function; 
σ - width of receptive field. 

Later the RBF network will be used in the context of rule extraction. The following hidden 
element's feature will be used for rule extraction: after training, each hidden element actually 
represents a single class of elements. The local nature of each RBF hidden unit enables a simple 
translation into a single rule: 

IF Feature1 is TRUE AND  
IF Feature2 is TRUE AND 
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IF Featuren is TRUE THEN Classx,  
where a Feature is composed of upper and lower bounds calculated by the RBF centre µn positions, 
RBF width σ and feature steepness S. The value of the steepness was discovered empirically to be 
about 0.6 and is related to the value of the width parameter. The values of µ and σ are determined 
by the RBF training algorithm. The upper and lower bounds are calculated as follows: 

X lower = µi- σi + S   un   Xupper= µi + σi - S.     (7) 

The RBF rule extraction algorithm RULEX can be seen in Figure 18: 

 
 

Figure 18. Rule extraction algorithm 

Below an example is given to help understand the principle of rule extraction. For 
demonstration purposes, a two dimensional data set was employed, which is shown in Table 10. 

 
Table 10  

Experimental data 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

X1 1 3 6 10 2 2 5 6 4 8 8 4 9 1 

X2 3 4 1 6 3 8 5 5 3 6 3 9 1 6 

 

By using the RBF training algorithm, we derive two clusters and their centres in three 
iterations (see Figure 19). 

As a result, the following weight vectors were obtained: µ1=(-0.73; 0.26) and µ2=(0.97;-0.35).  
There were also derived radius values 2

1σ = 1.07 and 2
2σ = 1.04 corresponding to the clusters.  

At the second stage of learning, radial functions and network output were calculated by 
formulae (5) and (6). In this case RBF network is considered trained. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 19. Two clusters with centre at points (-0.73; 0.26) and (0.97; -0.35) 



 
 
 

Further RULEX algorithm execution yields values Xlower and Xupper calculated by formula 
(3) for each cluster. 

Class 1. X1_lower= -0 73 - 1 03 + 0.6= - 1.16;   X2_lower = 0.26 - 1.03 +0.6 = -0.17; 

X1_upper = -0.73+ 1.03 -0.6 = -0.3;        X2_ upper= 0.26 + 1.03 - 0.6 =  0.69. 

Class 2.   X1_lower  =  0.97 -1.01+ 0.6= 0.56;         X2_lower = -0.35 - 1.01 +0.6= -0.76; 
X1_upper = 0.97+ 1.01-0.6= 1.38;          X2_upper=-0.35+1.01 -0.6 =  0.06. 

Thus, for each hidden unit that represents the class we have derived the following rules:  

IF (x1 ≥ -1.16 AND ≤ -0.3)  AND IF (x2 ≥ - 0.17 AND ≤ 0.69) THEN CLASS 1.  

IF (x1 ≥  0.56  AND ≤ 1.38) AND IF (x2 ≥ - 0.76 AND ≤ 0.06) THEN CLASS 2. 

By analyzing the input data, one can conclude that: 
• at steepness value=0.6, the extracted rules erroneously describe 12 input vectors out of 14 

(86% errors), 
• at steepness value=0.2,  the extracted rules erroneously describe 9 input vectors out of 14  

(64% errors), and 
• at steepness value=0, the extracted rules erroneously describe 4 input vectors out of 14 (28% 

errors). (Points 3, 6, 12 and 13 in Figure 19). 
The rules extracted in this case look as follows: 

IF (x1  ≥- 1.76  AND ≤ 0.3)  AND  IF(x2  ≥-0.77 AND ≤ 1.29) THEN  CLASS 1.  

IF (x1 ≥ -0.04   AND ≤ 1.98)  AND  IF (x2  ≥ -1.36 AND ≤ 0.66) THEN CLASS 2.  

Regions of rules are represented in Figure 20. 

 
Figure 20. Region of rules: steepness=0.6 (a) and steepness=0 (b) 

 

A conclusion can be made that the derivation of correct rules from the trained neural 
networks depends on the number of clusters originally set. Actually, the greater number of clusters 
is set, the more rules will be extracted. 

Then two experiments were made aimed at solving practical task with bankruptcy data set 
and IRIS database. In the first experiment, bankruptcy data described in Section 6 of Chapter 3 
were used (46 bankrupt companies and 17 non-bankrupt companies), whose data fragment is 
shown in Table 11. The objective of the experiment was to extract rules from the bankruptcy data 



Table 11  

Bankruptcy data fragment 
 

Table 12 shows the results obtained in the course of the experiment whereas Table 13 lists 
the rules obtained under separate S values (Class 1 contains data on non-bankrupts but Class 2 -
data on bankrupt companies). 

Table 12 

Results of bankruptcy data set training 

 

Table 13  

Bankruptcy data set: characteristics of the extracted rules 

 
 

From Table 12 it can be seen that the rules obtained correctly describe bankruptcy data (44 
out of 46) within the whole domain of parameter S, i.e., it can be stated that bankruptcy data are 
located in a fairly compact class. 

In the second experiment, the !R1S database was employed that contained three flower 
classes of 50 elements each: setosa, versicolor and virginica. Every flower has 4 attributes: SL-
sepal length, SW-sepal width, PL-petal length and PW-petal width. Table 14 shows data 
fragments of each class. 

 



Table 14 

IRIS data fragment 

 

 

The tasks of the experiment were as follows: 
1. To accomplish network training by the RULEX algorithm at different training sets, namely: 

o Training set A - first 25 elements of every class,  
o Training set B - arbitrary 20 elements of every class;  
o Training set C - all 50 elements of every class. 

2. To examine the effect of parameter S on the quality of extracted rules. 
For example in case B, 20 elements arbitrarily selected from every class were employed as a 
training set. Table 15 shows the rules extracted at different S values, but Table 16 demonstrates the 
results of the experiment. 

Table 15  
Training set B: characteristics of the extracted rules 

 
 

Table 16  

Training set B: characteristics of the extracted rules 

 

 



The data obtained prove that parameter S plays an essential role in the application of the 
RULEX algorithm: the greater the negative value of S, the more the lower boundary of rule 
performance range, Xlower , decreases at the same time raising the upper boundary, Xupper , of the 
range. That causes the enlargement of the cluster describing antecedent part and thus increases the 
value of the area in which the extracted rule is fulfilled. This effect is illustrated with Figure 21. 

 
Figure 21. The effect of parameter S increase/decrease 

For training sets A, B, and C, the dependence of the total count of elements, correctly 
describing rules, on parameter S is shown in Table 17 and represented as a graph in Figure 22. 

Table 17  

The dependence of the total count (%) of rule satisfying elements on S 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 22. Dependence of the count (%) of elements correctly describing rules on 

parameter S 

Section 4 presents conclusions on the suitableness of rule extraction from neural networks. 

Conclusion examines the results of the doctoral thesis and outlines suggestions for future research. 

Appendix outlines the authors developed software for making experiments aimed at association 
rule extraction from statistical data. To write the software, the Matlab programme package was 
used. 



MAJOR FINDINGS OF THE RESEARCH 
The main goal of the doctoral thesis was to study and develop methods for creating 

conditional rules that are based on three rule extraction techniques. 

Major findings of the research can be summarised as follows: 

(1) Studying possibilities of artificial neural networks 

- neural network functioning is examined using a radial basis function network; 

- the RBF network learning algorithm is analysed with its focus on the first stage of learning, i.e. 
clustering 

- neural network application possibilities in pattern recognition and optimisation tasks are 
considered; 

- experiments are performed to show neural network application possibilities in different data 
analysis tasks; 

- analysis of bankruptcy data using different methods is conducted and 

 
o as a novelty, application of potential function method is proposed, which provides 

good results in bankruptcy data analysing; 
o a neural network architecture with particular learning parameters is obtained 

experimentally; network operation results at these parameters confirm other 
researchers' opinion on the effectiveness of neural network application in 
bankruptcy diagnostics. 

(2) Studying application of clustering methods 

- application area of clustering algorithms is studied; 

- most typical clustering methods and their potentialities are examined and evaluated; 

- choice of clustering methods for modelling regularities is validated; 

- a series of experiments aimed to demonstrate the execution of clustering algorithms are 
performed. 

(3) Studying potentialities of fuzzy clustering 

- a method of fuzzy rule base extraction from the numerical data is developed and discussed; 

- as a novelty, application of the fuzzy clustering algorithm FCM to rule base extraction is 
proposed. 

(4) Studying methods of conditional rule obtaining from neural networks: 

- RBF neural network applicability to rule extraction from the trained neural network is studied; 

- a procedure of rule extraction from the RBF neural network is developed; 

- the effect of parameter S on the rule quality is examined; 

- the method is applied to solving practical tasks. 

(5) Studying application potentialities of association analysis 

- basic algorithms for association rule extraction are discussed and examined; 

- the influence of association rules confidence and support values on the process of rule 
extraction is studied; 

- principles and methodology for rule extraction with association rule methods are worked out; 
software for association rule extraction from the data is written; 

- the method is applied to solving practical tasks related to statistical data processing . 



In the course of work it was concluded that using IF-THEN rules enables execution of 
classification, pattern recognition, association obtaining and other tasks. These methods can be 
applied to different data samples. Many clustering algorithms are mainly employed either 
separately or at the stage of neural network learning data preparation. 

The motivation for studying rule extraction methods was the following: 
• the amount of multidimensional  data to be  analysed becomes too  large for the 

potentialities of statistical analysis; 
• previously unknown regularities are present in the data; 
• the regularities found can be represented in a way that is easy to perceive and understand 

for the user. 

The method of association rule extraction is recommended for use in the cases when the data 
are integers and repeating elements can be observed in them. 

The RBF network based method and fuzzy rule method are equivalent. Their performance can 
only be compared upon checking the indices of the obtained rule's quality, i.e. upon calculating the 
number of elements that correctly describe the rules. 

One result of the research was confidence that different rule extraction methods are able to 
extract rules from the multidimensional data and these obtained rules are qualitative. 

Future research will be focused on exploring clustering methods and rule extraction from 
artificial neural networks. 

Of particular interest are fuzzy clustering models in which clusters have the form of an 
ellipse. This enables one to more accurately describe clusters and diminish information losses. 

It is also planned to continue studying rule extraction techniques from neural networks. Main 
attention will be concentrated on RBF neural networks. 

Software development intended for the application of rule extraction techniques to solving 
economic tasks could arouse a practical interest. 
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