TELECOMMUNICATIONS
AND ELECTRONICS
TELEKOMUNIK ACIJAS UN
ELEKTRONIKA

ISSN 1407-8880 2009-8880

AD-HOC AND WIRELESS MESH NETWORKS FOR A MOBILE PEER -TO-PEER
COLLABORATION

AD-HOC UN BEZVADU REZ GTIKLI MOBILAI SADARB 1BAI

Lauris Cikovskis. Born in Riga and received MSc in Electronics frdra Riga Technical University, Latvia in
2008.

He is working as a research assistant and netwdirknéstrator at the Riga Technical University thacilty of
Electronics and Telecommunications. He is also lwea in the BalticGrid project which provides Grid
infrastructure for researchers in Baltic States.

He is a member of IEEE

Janis KilinS. Born in Jelgava and received MSc in Telecommurooatifrom the Riga Technical University,
Latvia in 2007 and currently is a doctoral studsrthe same university.

He is a researcher at the Riga Technical UniveFstyulty of Electronics and Telecommunicationsc8iand of
2005 he is involved in BalticGrid project and alsork with cloud computing in Northern Europe Cloud
initiative (NEON) project. @nis Kalins is responsible for grid user support and grigtelumanagement at RTU.
He is a student member of IEEE.

Sergejs Vdovins.Born in Jurmala and received the M.Sc. degree itecbenmunications from the Riga
Technical University, Latvia, in 2008.

He is a lecturer in the Institute of Telecommurimas at the Riga Technical University. Currentlyifalso a
PhD student in Radio Electronics at the same usityer

Iimars SlaidinS. Born in Riga and received Dipl.Ing in Radioengimegifrom the Riga Polytechnical Institute,
Latvia in 1971 and PhD in engineering from the samsétution in 1982.

He is a professor and the Head of Department ofdRagkstems at the Riga Technical University.

He is a member of e-Infrastructure Reflection GrqedRG), a member of the European Association for
Education in Electrical and Information Engineer{BgAEEIE) and a member of IEEE.

Bruno Zuga. Born in Gulbene, Latvia and received MSc in Elegize from the Riga Technical University,
Latvia in 2001.

Currently he is a researcher at the Riga Techhic@ersity, Lavia. Zuga’s work experience includesearch

in interactive TV and mobile learning, online/afi multimedia learning material design and devekmum
implementation of videoconferencing solutions. Has hparticipated in 17 international IT, knowledge
management and e-learning research/developmengégsojHe is an author and co-author of more than 30
international publications technology enhancedrigay field.

He is a member of IEEE



Scientific Journal of RTU. Series 7. Telecommunarst and Electronics, 2009, vol.9

Keywords: ad-hoc networks, mobile collaborationept-peer collaboration, wireless mesh networks

Abstract - The use of the mobile ad-hoc (MANET) andto elaborate specific criteria for optimization of

wireless mesh networks is spreading as well as redearc  {r5ffic routing providing the stated QoS
the different applications of these technologies.Conditions

Combination and convergence of several wireless networ -~ . . .
technologies (UMTS, WiFi, WiMax etc.) is pawing a way Different peer-to-peer collaboration scenarios in

to ubiquitous instant connectivity allowing effecévmobile ~ such networks are possible and they are analyzed
peer-to-peer collaboration such as videoconferergin jn using general model based on social network

‘wireless office” and many other. : theory [1] or for specific conditions as, for
In this paper an analysis of possible mobile peargeer

collaboration ~ scenarios ~ with  different network €Xample, pedestrian or vehicular mobility [2]. In
configurations and routing protocols will be preset. €ach application case links between peers and
Different peer-to-peer collaboration scenarios inuch mobility conditions may be different and
networks are analysed and criteria for optimisatioof  {herefore subject for individual optimisation.

traffic routing are elaborated. The efficiency of 8DV and Vid f - d vid t .
AODV routing protocols is compared for several network ideoconterencing - an vigeo streaming are

configurations. The results obtained are based onet among very demanding applications in peer-to-
network simulation with the Network Simulator (NS2) peer collaboration and therefore a subject of
software in the grid cluster. optimization. A multi-source streaming approach
is developed to increase the robustness of real-
time video transmission in MANETs by
introducing scalable video coding extension of
Most typical applications in the mobile ad-hocH'2-64/-MPEG4_AVC with dlffer_en'g layers for
assigning importance for transmission [3].

(MANET) and wireless mesh networks ar - . . . i
related to file transfer, access to databases qndthIS paper an analysis of possible mobile pear

download of data which are common for fixe -peer collaboration scenarios with different
networks as  well Existing  wireless etwork configurations and routing protocols will

communication technolodies are already at s e presented. Different peer-to-peer collaboration
unicatl g . ye u%[ enarios in such networks are analysed and
development stage that ubiquitous mstarb

connectivity and rich multimedia communication riteria. for optimisation of traffic routing are
y elaborated. The efficiency of routing protocols

could be enabled. This provides opportunities tBSDV and AODV is compared for
execute effective mobile peer-to'pee(/ideoconferencing application in the network

Eo!laboratlon , such  as wdeocqnfgrencmq’vith 20 nodes. The results obtained are based on
wireless office” and many other applications. the network simulation with the Network

Still _t_here are unsolved proplems related t%imulator (NS2) software in the grid cluster.
specific features of such wireless networks.

MANETs may have dynamic behaviour with
moving nodes and appearing-disappearing nOd%?ollaboration scenarios
Therefore the transmission routes are changing

and the effective routing protocols must b%ollaboration

: . . among peers in virtual
chosen best fitted to particular kind Ofenvironments and in social networks becomes

appli(_:ation. Ther(_a are alr_eady developed routiqgery topical now. Wireless technologies are
algorithms  providing high  throughput andC eating conditions for ubiquitous instant

transmission bit-rate. In each case it is importan nnectivity even being mobile. Ad-hoc and

Introduction



wireless mesh networks are good examples éiroactive protocols exchange route data at
how several available technologies could be pgeriodic intervals to update the routing
in use for this purpose. information. Such exchanged route data is placed
Different peer-to-peer collaboration scenarios imto tables in each device and provides
such networks are possible. For close peer-tasformation on routing prior to devices requiring
peer communication in small project group theoute data. A proactive routing protocol reduces
so-called Caveman Model proposed by Wattsetwork latency, but can have a relatively high
could be applied [4]. In this model each peeoverhead.

communicates directly with another peer in th&JANET routing protocols performing route
group. Not always it means that they are in direchaintenance only when information needs to
reach and therefore communication with severlbw on a new route are reactive ones. Another
hops in ah-hoc network must be analysed as wellame for the reactive protocol is “on-demand”.
For larger communities and for collaboratiorAs the exchange of routing information occurs
among several project groups different approaghst when needed, the overhead associated with
with central node (star configuration) may ben on-demand routing protocol is typically less
more efficient. Then communication (files, videahan for a proactive routing protocol, but it can
etc.) is performed via central node to central nodecrease latency.

of other local community. Lack of standards for routing protocol is the
This means that multi-hop conditions (3-5 hopskeason that there are so many. The most popular
and eventual mobility paths of one or more nodemes are:

and speed options are making analysis very e distance vector
complex. As there are many different routing
protocols available the optimization task becomes
even more complex. Such simulation task
becomes demanding in respect to the computing
performance and availability of grid computing
resources is an advantage.

protocols - DSDV
(Destination-Sequenced Distance
Vector), AODV (Ad Hoc On-demand
Distance Vector) DSR (Qynamic
Source Routing) ODMRP  ©n-
Demand Multicast Routing Protocpl)

e link state protocols — OLSROptimized
Link State Routing Protocol) hybrid
protocol HWMP (Hybrid Wireless Mesh
Protocoal).

or implementation of wireless mesh networks

There are many routing protocols proposed fd:r. - .
MANET'’S Talzling intgop accountp cEanging with WiFi tools the standard 802.11s is under

configuration and conditions in the networkdevelopnjenp !t choo;es HWMP for its
%gtandardlzatlon. It's a hybrid combination of On-

Routing protocols

routing protocols must have different feature d Di Vv Routi lqorith d
than in fixed communication networks. Existingd’émand Distance Vector Routing algorithm an
ree based routing algorithm.

protocols could be classified as reactive

proactive and hybrid routing protocols. TheilAnaIysis shows that different routing protocols
main features are presented in the Table 1 have advantages in different application scenarios
' and mobility conditions according to Table 2 [5].

Table 1 Table 2
Comparison of routing protocol types
P gp P Network conditions and optimal routing
Reactive Proactive Hybrid protocols
A route A route Reactive- Condit Rouli
calculation calculation proactive onditions Ot’ mg}
when it's before it's features — protoco
needed. needed. combined. Small network and low mobility DSR
Doesn't keep| Keeps routing Some Small network and high mobility AODV
routing info | info allthe | information Large network and low mobility AODV
all the time. time. kept, but i _ HWMP
another Large network and high mobility HWMP
updated




In the NS2 simulation software AODV, DSDV Table 3
and DSR routing protocols are available and two ~ MPEG-4 video resolution and bitrates
of them are used in current work.

Level | Resolution | Max.bitrate | Max.
objects
Optimization criteria LO 176x144 | 64 kpbs 1 simple
L1 176x144 | 64 kbps 4 simple

To carry out optimization of peer-to-peer data| 2 252%288 128 kbps 4 simple
communication criteria must be analysed and the

most appropriate ones chosen to maintain QoS.
Videoconference traffic measurements

Data transmission parameters

_ o o Experiment was carried out to determine real
The main parameters characterising efficiency @faffic parameters of  videoconferencing
packet data transmission in videoconferencingpplication.
application are data transmission rate Opacket sniffer (Wireshark) was used to capture
bandwidth and packet latency. These afgackets of ongoing videoconference between two
parameters determining QoS level of the systenxijtes using Tandberg Edge75 system.
There are also some other related parametefgpical characteristics for such videoconference

used in communication networks: are: 2 constant bitrate (CBR) audio/video streams
 End to End delay (E2E) in each direction, UDP transport protocol, and
e Round-Trip Time (RTT) average packet size 250 bytes. There was
e Packet loss rate or Packet Delivery Ratiadditional TCP traffic of service information
(PDR) present.
e Maximum Throughput These parameters later were used in NS2

The Network Simulator (NS2) software allowssimulations as a typical traffic data for

simulation of Packet Delivery Ratio (PDR),videoconferencing to analyze possibility of

Routing Load (RL), End to End (E2E) delayyideoconference in multi-hop ad-hoc networks.

Throughput [6], as well as Average throughput,

Ratio of dropped packets by no route (NRTE),

Ratio of dropped packets by interface link queu€omputer simulation

overflow (IFQ) [7] which are very important

parameters specific for MANETS. Network Simulator 2 (NS2) was used and trace

These parameters will be used in simulation dées were later analyzed with tool written in

criteria to compare routing protocols andVMATLAB — Tracegraph.

maintain QoS conditions. Network with 20 nodes and with 1-star topology
was chosen (Fig. 1). Results obtained for it could

Quality of Service conditions for peer-to peer be used as a base to make presumptions for all

videoconferencing other network configurations and scenarios.
Close peer-to-peer communication in small group

Videoconferencing is one of most demandingould be simulated in this configuration if just 1

multimedia  applications in  peer-to-peeror 2 hop links are chosen.

collaboration and therefore could be chosen as a

model application for optimization of the routingThroughput measurements for static scenario

protocols and network configuration.

For simulation purposes a simple low qualityn first simulation videoconference application

videoconferencing is used. In Table 3 videwvas tested if link is maintained via multi-hop

resolutions and appropriate  bitrates argetwork. Static scenario (no node movement)

summarised for MPEG-4 least demandingvith 1 central and 20 surrounding node was used

standard Levels for simple-based profiles [8]. for the simulation. Central node behaves as
gateway to internet or other cluster of nodes.
Nodes can communicate each other directly.



To represent videoconference conditions Table 5

bidirectional data streams were transferred End-to-end packet delays
between two nodes. Central node was chosen as
one of nodes as if video streams are coming fromNr. of Delay for data stream one
outside world. To represent several options hops direction
observable in the multi-hop ad-hoc network onlv CBR CBR + random TCP
different number of intermediate nodes were ny (+ ~100 kbps)
chosen. In Fig.1 possible multi-hop links are 1 8ms 8 ms
shown but each of them was tested separately 2 12 ms 12 -15 ms

N 3 18-20 ms 20 ms

(a3 2’1 {q)

apsy Dramatic increase of end-to-end delay has been

2 @A N (1) observed while transmitting traffic with 3 hops if

W LT N network becomes overloaded (Fig. 2).
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packet receive time at destination node [sec]

To make the simulation more realistic additional . ;

TCP traffic was added from central node to each Fig.2. Packet delay in overloaded network

of surrounding nodes To generate random s'?@nother downside observed was pretty high

files Parreto distribution was used with averag acket delay variation (jitter) for streams going

file size 10 Kbytes (as observed in real HTT through more than 1 hop. In Fig. 3 can be seen

traffic).
Results in Table 4 and Table 5 show that b typical jitter for traffic going through 3 hops.

increasing number of hops maximum allowabl~
(threshold) bit rate for videoconference’'s dat oos
streams decreases. Increasing bit rate above t
threshold results in network overload and muc
longer delays.

T T
s simulation End2End delay Xire
STL AGT DTL AGT

0.03

0.025

End2End delay [sec]

raes - I ‘H ‘ I \\\*
Maximum bit rates YL
Max bit rate for data stream in one ! 2 " 2 l 1l
Nr Of dlrectlon packet receive time at destination node [sec]
hops Onl CBR + random TCP
P CB% (+ ~100 kbps) Fig.3. Typical packet delay and its variation
1 200 kb 100-150 kb :
ps > pS Delays and bitrate fall happens because of
2 130 kbps 50-60 kbps Y . .
3 82 kbps 35 kbps collision avoidance me_chanlsms. NSZ_ by default
uses CSMA/CA (Carrier sense multiple access

with collision avoidance). Increasing humber of
nodes and traffic influences performance and can



even lead to packet loss. Not being able to
transfer packet because of busy channel and due
to collisions packets are delayed in interface
queues and dropped after queue overflow [9].

If we look at MPEG-4 standards (Table 3) which
defines throughput of channel for different screen
resolution we can see that 82 kbps is enough to
provide 1 low quality videoconferences session.
Obtained results can show only general trends ¢
and reveal most common problems, because for °
simulation just default technical specifications % o 1
and network standards available in NS2 were '
used. To obtain more precise data we shoul
apply technical specifications and standards o
real hardware available in market today.

45

40

ughput of reciving packets, No.of Packets

10

ig.5. Throughput stability for AODV protocol

One can observe wider gaps in the first graph
(Fig. 4) showing that DSDV protocol reacts

DSDV ‘and AODV comparison for  mobile slower to route changes than AODV protocol.

scenario

Very important network feature to maintain QoSC lusi
in videoconferencing is stability of network onclusions

throughput. While network nodes can move aw . . :
from it's original position the traffic may bea.}lhe analysis of possible mobile pear-to-peer

disrupted and routing protocol must restore th%ollaboration scenarios with different network

link. Ability of DSDV and AODV protocols to configu_ra_tions and rou_ting protocols_is made.
maintain stable traffic has been simulated. The efficiency of routing protocols is compared

The same 1 star scenario is used for simulatiofr9r several network configurations. Simulation

Node movement speed is chosen 3 m/s and Cé%sults show that in mobile scenario DSDV

traffic 80 kbps in each direction. In Fig. 4 anomomCOI reacts slower to route changes then
Fig. 5 are presented simulation results for DSD ODV. : : o
and AODV routing protocols, respectively. Fro or peer-to-peer videoconferencing applications

the graphs traffic stability and recovery time fog?ﬁrgfsglsﬂgt\?\jo?lshéi\rﬁbIjr;?%)r(wslgﬁ:je r']surr:ggf I)?r
two protocols could be compared. 9

intermediate nodes (hops).

T T T T T
Throughput of receiving packets at current node X:time TIL:1 CN:0 ON:18 PT:cbr
Throughput of sending packets at current node X:time TIL:1 CN:0 ON:18 PT:cbr ||

Simulation and experimental testing confirm that
increasing number of nodes simultaneously
transferring data influences performance.
1 il Videoconferences resolution (bitrate) should be
\ | | | | || decreased to avoid network overload otherwise it
L ‘ | | | |l | ’ may lead to packet loss. In configuration where
\
|

@
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= m
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= T
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o
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| traffic goes through 3-hops maximum throughput
B ' “ ‘ = of channel was only 82 kbps that is enough for
| \ ‘ \ . low quality videoconference. Other traffic
| ‘:“ \ |‘ "‘ | presented in network can also considerably
W w o w sim‘ﬂi..mJé”ec] w w0 decrease available throughput.
The results obtained are based on the network
simulation with the Network Simulator (NS2)

software in the grid cluster.

N
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Fig.4. Throughput stability for DSDV protocol
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L. Cikovskis, J. Kiilin3, S. Vdovins. I. Slaidas, B. Zuga. Ad-hoc un bezvadu retikli sadarbibai

Arvien vaigk tiek lietoti mobilie ad-hoaltli un reztikli, tapec paplaSias ar petijumu apjoms par datliem So
tehnol@iju lietojumiem. DaZdu bezvadu tehnadgu (UMTS, WiFi, WiMax u.c.) apvienoSana un korpesice
liek pamatus virbai uz visaptveroSu atraSanos waepaukta piesegunmz komunikiciju tikliem. Tas savuikt
Jauj nodroSimt efekivu mobilu sadaribu starppartneriem ( peer-to-peer),ak pieneram, videokonferences,
“bezvadu biroju” un daudzus citus lietojumus.

Saji rakst ir veikta partneru iesgjamo sadaribas scedriju analize da#dam tkla konfiguzcijam un
dazdiem marSrutSanas protokoliem, d ari veikta datormodéBana ar NS2 datpkmas marSr@Sanas
optimizSanai

S petijuma galvenais @rkis ir veikt videokonferences daigmas modéEanu statisk un mobilz vairaklécienu
tikla, lai nowertétu iesgjamo efektivigti un atklatu iesgjamas probemas. lidz Sim iesgjas pirraidit apjonigas
multimediju datpismas, ddas K videokonference, dadam tkla konfiguécijgm un marSruiSanas
nosac¢jumiem MANETIklos \&l nebija pietiekosi izgtitas.

Vispirms tika veikts eksperiments, lai noteiktuwzloe datpfismas parametrus videokonferencei.alRe
videokonferences daifdmai starp diviem punktiem tika tvertas paketesamalizzti to statistiskie parametri,
kuri velak tika izmantoti datormodéelana.

Galveri uzmaiba datormodeiSan: tika ersta uz diviem galvenajiem videokonferences datpl
raksturojoSiem parametriem — datdrpaidesatrumu un pakeSu aizkgumu (latentumu). Maksidh iespejamie
datu pirraides atrumi tika noteikti mainot videokonferences dagphas grraide iesaisito mezglu skaitu. Tika
analiztas ar tadas problemtiskas pafidibas l¢ tikla parslodze un grak liels pakeSu aizkaums starp
galapunktiem.

DatormodeéSana tika veikta 20 mezgliklaz ar vienu centlo mezglu, kas reprezeénvarteju. Tika analizti
tikla savienojumi ar ne vaik ka tris lecienu atéluma no vartejas. Nelielu grupu (peer-to-peer) komufiku
ar7 var modedt &da tikla, ja izmantosim tikai 1 vai Z¢ienu tkla savienojumus. Lai mod8hanas apsgik/i bitu
tuvaki realitatei, papildus videokonferences datghai, ikla tika realizta HTTP datpisma no centila mezgla
uz visiem apktéejiem mezgliem.

Papildus ¥l tika noerteta tikla parraides parametru stabilitte mobili scemrija. Ta ka tikla mezgla punkti var
kustties un maiit savu gkotréjo atraSamis vietu, tad datpisma var tikt grtraukta un marSruiSanas
protokolam ir fzatjauno tkla savienojums.ikla parametru stabiliitte un spja datplismas cfa nomaiu veikt
1sq laika ir Joti svaigi tikla parametri, lai nodroSid@tu videokonferences pakalpojuma kvalifQoS).

Veicot datormodéBanu tika nogrtéeta un savstar@i salidzinzta marSruéSanas protokolu DSDV un AODV
speja nodroSimit stabilu datpiismu. Tika satizinita DSDV un AODV marSreganas protokolu efektivite
vairakam tkla konfigueacijam.

Rezulwti iegiti veicot ikla datormode#Sanu ar programmairu Network Simulator (NS2) grid kistetr.

L. Cikovskis, J. Kalin3, S. Vdovins. |. Slaida$, B. Zuga. Ad-hoc and Wireless Mesh Networks for bile
Peer-to-Peer Collaboration

The use of the mobile ad-hoc (MANET) and wirelesshhmetworks is spreading as well as research en th
different applications of these technologies. Caration and convergence of several wireless network
technologies (UMTS, WiFi, WiMax etc.) is pawing aywo ubiquitous instant connectivity allowing effee
mobile peer-to-peer collaboration such as videoeosfcing, “wireless office” and many other.

In this paper an analysis of possible mobile peap¢er collaboration scenarios with different netkwo
configurations and routing protocols is made, adlves simulation for optimisation of traffic routinfor
videoconferencing application is performed.

The main aim of the work is the modelling of vadederencing traffic in static and mobile multi-hoptwork to
measure efficacy and reveal possible problems.|UWtiv opportunities of transmission of rich multoiee
applications, such as videoconferencing, in MANEF& not yet investigated in detail for differenttwerk
configurations and routing conditions. First, trexperiment was carried out to determine real teaffi
parameters of the videoconferencing applicationckeds were captured of ongoing videoconference dartw
two sites and these parameters were later useifialations.

The main focus was on two data transfer parameatBesacterising efficiency of videoconferencing nthaidth
and packet latency. Maximum allowable bandwidtlesholds were measured varying number of nodesviedol
in videoconference data transfer. Such problemeetwork overload and high packet end-to-end delagse
also analyzed.

For simulation 20 node network topology was usethwane central node representing internet gateway.
Network link with maximum node distance of 3 hopsyafrom gateway was used. Close peer-to-peer
communication in small group could be simulatedhis configuration as well if just 1 or 2 hop linkse



chosen.To make the simulation more realistic in additianwideoconference’s data streams random HTTP
traffic was added from central node to each of sunding node.

Additionally, we studied stability of network thghput in mobile scenario. While network nodes caven
away from their original position the traffic maye ldisrupted and routing protocol must restore thk.|
Stability and low route change times are very inti@otr network features to maintain QoS in videocarfeing.
Ability of DSDV and AODV to maintain stable traffias been simulated and compared.

The results obtained are based on the network sitioml with the Network Simulator (NS2) softwareha Grid
cluster.

JI. HuxoBckuc, 5. Kyaunbm, C. Baosun, U. Caailinuabi, b. Kyra

Hcnoan3oBanue Ad-hoC u 6e3npoBoIHBIX COTOBBIX ceTeil s MOOMIBLHOI0 B3aUMOIeiiCTBHS

B cospemennvix ycnogusx 6onee UHMEHCUBHO2O UCNOAb308anusi mobunbhblx ad-hoc u comosvix cemeil
yeenuuugaemcs 006vbEM UCCIe008aAHUT 8 0OIACMU PA3TUYHBIX NpUMeHeHUll dmux mexnonrocui. Obveounenue u
rougepeenyus besnposoonvix mexnonoeuii (UMTS, WiFi, WiMaxu m.0.) zaxaadvisaem ocnoevl 0us
UCCIe008aHUS 8CEOOLEMMIOWUX, HAXOOAUUXCA 8 HENPEPLIBHOM COeOUHEeHUU, KOMYHUKAYUOHHBIX cemeli. Omo, 8
€8010 ouepednb, no3eosiem obecneuums 3pgpexmuenoe moburbHoe e3aumodeiicmeue mexcoy napmuépamu (peer-
to-peer),nanpumep, sudeokongpepenyuu, ,, 6e3nposooHol opuc” u opyeue obracmu.

B oannoii cmamve nposedén amanuz cyenapues 63aUMOOCUCMBUSL MeNCOY NAPMHEPAMU NPU  DPATUYHBIX
KOHu2ypayusix cemu u npomoKoLax Mapuipymu3ayuu, a maxice 0CyWecmanena CumMmyasiyust Osk ONMUMU3ayuY
mapwpymuszayuu mpaguxa eudeokongepenyuii. [ nagnas uepma pabomol — MOOeIUPoOsarue uU0eoKoHpeperyul
8 CmMamu4eckux U MOOUTbHBIX MHO20V3I08bIX Ccemsax O UBMepeHus Uux dQgexmusnocmu u 0OHAPYICEHUS.
BO3MOJICHLIX NpobaeM. JJo cux nop 803MONCHOCIU Nepedai KaieCmEeHHbIX MYNTbUMMEOUUHbIX NPUTONHCEHU,
maxux Kax eudeokongpepenyuu, 6 moounvhvlx comosvix cemsx (MANET) ne uccredosanvl demanvno oust
PA3IUYHBIX cemesblX KOHuaypayuti u ycaosuil mapuwpymusayuu. Ilpescde cezo 6bin npogeden dKcnepemenm
011 onpeoeiieHuss pPeaibHblX napamempog mpaguxa eudeokonpepenyui. Ilpu nposedenuu 08yxcmopoHuel
BUOCOKOH(EpenyUl  NPoU38e0EéH 3ax6am NAKemog U OaHHble NAPAMempbl NO30Hee UCHONb308ANIUCL 8

CUMYTIAYUSIX.
OcHosHoe sHuMaHue yOereHo 08yM napamempam nepeoayu OAHHbIX, XApaKmepusyiowux ¢ gdekmusnocms
BUOCOKOH(Epenyuli — NPONYCKHOU CROCOOHOCMU U JAMeHmMHOCMU nakemog. Hzmepen MakcumanibHo

B03MOICHBLIL HOPO2 NPONYCKHOU CNOCOOHOCIMU NPU USMEHSIOWEMCSL KOTUYECMEe Y3108, NPUHUMAIOWUX YYacmue
6 nepeoave OaHHbIX 6udeokon@epenyuti. Taxoce NPOAHATUIUPOBAHBI NPODIEMBL NEPESPYIKU CEMU U BbICOKOL
3a0epoicKU NaKemos.

Js cumynayuu  evibpana 204nu y3znoseas cemesas MONoao2Us, 6 KOMOPOU OOUH YEHMPATbHbIL Y3el
npeonasHaven 0na 6vixooa 6 Humepnem. Mcnonv306anace Kongueypayus cemu ¢ MaKkCUMAnIbHbIM PACCMOSIHUEM
3 y3na 0o wmosa. IIpogedena cumyasiyust 3aKpuimoli Céa3u MeNcoy NapmHepami 8 npeoenax MaleHbKol epynnbl
npu HAIUYUU OOHO20 UAU OBYX NPOMENCYMOUHBIX Y3108. [l co30anus Oojnee peanucmuyHol CumMyaisyuu
ucnoavzogancs npoussonvisiii HT TP eudeoxongepenyuonnviti nomox dannvix, nocvliaemulil U3 yeuHmpaibHo2o
V3IA K KAHCOOMY U3 OKPYHCAIOUJUX .

Jlononnumenvho uzyueHa cmabuibHOCMb NPONYCKHOU CHOCOOHOCMU Cemu Npu UCHOIb306AHUU MOOUTLHO20
cyenapus. CmaburbHOCMb U MUHUMATbHbIE USMEHEHUs 8DeMEHU ONpeOdeneHUss MAPUpPYyma seisiomcs OYeHb
BAICHBIM CBOUICBOM cemu O 0becnedeHus: Kavecmea 00caycusanus 6 eudeokongepenyusx. Iloxa cemesvie
V36l COBU2AIOMCSL NO OMHOWEHUIO K OPUSUHATLHOL NO3UYULU, Mpapur modxicem Obimb Npepean u NPomoKo
Mapwpymuzayuu O0JINCEH 80CCMAHO8UMb €653b. IIposedena cumynsyus u cpasnenue cnocobrocmu DSDV u
AODV obecneuusams cmabunvhbiii mpagux.

Pezyromamul nonyuenst npu nomowu KOMRbIOMePHO20 MOOETUPOBAHUSL C UCNOIb3068aHUuem npocpammsl Network
Simulator (NS2)pa6omaroweii ¢ comosom (grid) kracmepe





